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A B S T R A C T 

Neural network algorithms are similar in structure to the human mind, they work in the same way as 

the mind works in transmitting, processing and analyzing information, reaching conclusions, 

discovering patterns and predictions and we can apply some of what the natural mind applies, 

although scientists are still discovering more about it until now and have not met all its details. The 

nature of the algorithms of these networks contributed to them being the most widely used in the 

field of artificial intelligence, as they aim to simulate human intelligence and give the machine some 

of the capabilities of the human mind. In this research paper we presented the study of the gradient 

descent algorithm and the gradient descent algorithm with momentum on a model of an objective 

function and by comparing their results it was shown that the gradient descent algorithm with 

momentum leads to better and faster learning and with less repetition compared with the gradient 

descent in reaching the optimal value and the results were calculated using Python.  Keywords:  

Optimization Algorithm, Algorithm of Neural Network, Cost Function. 

KeyWords:Optimization Algorithm, Algorithm of Neural Network, Cost Function,Gradient Descent, 

Momentum. 

1. Introduction 

Optimization is a crucial mathematical technique that seeks to determine the best value of variables 

that produce the minimum or maximum values for a mathematical function, it has been one of the 

most important and effective tools in our daily lives[1]. 

In mathematics, optimization is the minimization or maximization of a function that has changeable 

constraints. The notation we employ is as follows: 

   is the objective function, a (scalar) function of x that we wish to maximize or decrease; 

   is the vector of variables, also called parameters or unknowns 
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  is the objective function, a (scalar) function of x that we wish to maximize or decrease; 

   is the vector of variables, also called parameters or unknowns; 

   ( )   ( ) are constraint functions, which are scalar functions of x that specify specific 

equations and inequalities that the unknown vector x must meet[2]. 

 

 A mathematical optimization problem, or simply an optimization problem, consists of objective 

function and constraints, its general formula is as follows; 

{

           ( )                                    

             ( )                                    

                        ( )                    

   

                                                                                       (1) 

Where     (          )      

( ),   ( ) and   ( ) are scalar function of the real column vector  .     is the components of   

(          ) are called design variables or decision variables,they can be either continuous, 

intermittent or mixed the vector  , is called a decision vector which of 𝑛-dimensional space   [3]. 

2-Neural Networks Optimization: 

Neural networks are systems with interconnected nodes "Mathematical model" consisting of many 

layers of components that perform calculations simultaneously. The first time such a structure was 

developed, the "neurons" of the smallest computational units of the human" brain " were used as a 

scale[4]. Neurons are another name for the smallest computational units in an artificial neural 

network. The input layer, the hidden layer (or layers) and the output layer are often found in neural 

networks [5], these layers work together to recognize hidden patterns in raw data, group the data into 

groups, and then classify the data. With network experience again, its performance improves [6]. 

Training neural network models and getting better results heavily depend on the internal model 

parameters (weights and deviations), which are used to generate the output values the network 

parameters that affect model training and model output must be updated and calculated using a variety 

of optimization approaches and algorithms in order for them to converge or reach optimal values[7], 

optimization techniques can help the model provide better and quicker results by modifying the model 

update strategy for weights and bias parameters, in deep learning, the idea of loss indicates how 

poorly the model is performing at that particular moment. As a result, this loss should be used to train 

the network to perform better, that is, accept the loss and try to reduce it because less loss indicates 

that the model will perform better[8]. 

3-Optimization Algorithms of Neural Networks: 

Optimization algorithms are important tools in Applied Mathematics , in order to train a neural 

network model to produce an accurate prediction that leads to a decrease in the value of the cost 

function, we must determine the discrepancy between the actual and expected values[9]. 

The parameters that affect the training of the model are updated using various optimization techniques 

until the model reaches optimal values, where the weights (w) are one of the internal parameters that 

are used to calculate the output values and play a crucial and effective role in training the neural 



Study the Neural Network Algorithms 

 

 

network model and achieving accurate results, it is an optimization algorithm for neural networks[5], 

see figure (1) 

 

 

Figure(1)( Diagram of a Neural Network) 

4-Mean Squared Error (MSE): 

Mean Squared Error is a sum of a differences between  expected value and true value, if a sample of 𝑛 

data points on all variables produces a vector 𝑛 predictions, a vector   is  represents the real values of 

variable being predicted ,   ̂ are the expected values (MSR) is calculated as follows [10]; 

     
 

 
∑ (    ̂ )

  
                                                                                                                (2)                         

5-Cost Function: 

It is the variance between  expected value and true value to achieve the least error ratio(minimum 

cost). The cost function is used to calculate the loss based on the expectations made in the linear 

regression and the Mean Squared Error (MSE) is used to calculate the loss  equation is as follows 

[10]; 

  𝑛      
 

 
 ∑ (           )

  
                                                                                             (3)   

where   number of input,       the real value,      the value to be predicted.    

6-Independent variables and Dependent variable: 

Independent variables are variables that do not depend on any other variable in the scope of a given experiment, 

such as time, spase, density and mass, or are variables that are not affected by any other variables called 

prediction variables independent variables. A dependent variable is one whose value is determined by an 

assumption, law, or rule depending on the values of other variables or one whose value changes as a result of a 

change in the independent variable[11]. 

 

 

7-Algorithms of Neural Networks: 
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The basic building block for creating a neural network is the neuron.  The neural network 

takes the input, multiplies the input values with the relevant weights and generates an output. 

A type of machine learning called neural networks uses huge amounts of information for 

adaptation and learning (data), and each node in the neural network consists of two functions 

in forward propagation: the linear function and the activation function[10]. These two 

functions are used to represent hidden layers and outputs by multiplying the nodes that were 

previously connected by their product multiplier, together with the relevant weight and bias. 

Following the application of the linear function and activation functions as ReLU, parametric 

ReLU, sigmoid, leaky ReLU, etc. are carried out according to the specifications and the 

nature of the problem[4]. 

 

Figure(2)(Stages of front-end nutrition of the neural network) 

 

Neural network algorithms are techniques or algorithms used to change the cost effectiveness of 

neural network parameters such as learning rate and weights using objective function reduction (loss), 

to solve optimization issues, function optimizers are used. where it is decided how to modify the 

neural network weights or learning rates., after calculating the output in the output layer, the cost 

function is used to compare and calculate the estimated (expected) and real (actual) value[5]. Then 

optimization algorithms are used to calculate the values of new weights, that is, the change of weight 

loss in weights , to estimate the result of the experiment from the actual output [1].  

8-Gradient Descent Algorithm: 

Gradient descent is an optimization approach for determining the local minimum of a derivable 

(differential) function, which is based on a convex function and repeatedly changes its parameters to 

reduce the cost function to a local minimum. Gradient descent is used to train neural network 

models[12], when (a point     (  is a feasible set) is a local minimum if there is an open 

neighborhood   of    such that  ( )   (  ), for    ). Since the first-order derivative of the 

objective function, reflecting the slope or rate of change, is used in the gradient descent procedure, it 

is a first-order optimization algorithm. A" multivariate function " is an objective function that accepts 

a lot of different variables[11]. A vector can be used to represent the input variables, and a vector can 

also be used to represent the derivative of a multivariate function, also called (gradient where the 

gradient of  ( ) is the 𝑛-dimensional vector of paratial derivatives of  , and denoted by   ( ))  so the 
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gradient descent algorithm requires a function to be improved  ( ) and a derivative function of the 

target function   ( ) [11]. 

  ( )  

[
 
 
 
 
 
  ( )

   

  ( )

   

 
  ( )

   ]
 
 
 
 
 

         where          𝑛 

this algorithm is used to determine the values of the parameters that lower the cost function as much 

as possible by first defining values for the starting parameter and repeatedly adjusting the values using 

the gradient descent technique (differential calculation)[14]. 

The weight is configured using some algorithms and updated at each step of it according to the update 

equations as follows. 

Hypothesis :    ( )                                                                                                 (2) 

Parameters :       

Cost function :  (     )  
 

  
∑ (  (  )    )

  
                                                               (3) 

Objective function :{

  𝑛          (     )

                          

       
  ( )

   
               

                                                    (4) 

 Our goal is to reach a point after which we cannot move down where it represents the local minimum 

(optimal point), and one of the important things in the gradient descent algorithm is to choose the 

learning rate (step length) that determines the speed or slowness in finding the optimal weights values, 

so the learning rate should be set to suitable values that are not too small because this leads to a 

gradual descent that will reach the optimal values, but it will take some time [8], and not large 

because this may lead to exceeding them, see figure (3) 

 

Figure(3) (Learning Rate) 
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When algorithm of gradient descent is applied continuously to the weights, this eventually leads to 

reaching optimal weights that reduce the cost function and allow the network to make better 

predictions[9]. 

9-Gradient Descent with momentum: 

The gradient descent process can be expanded to include momentum the term" momentum " refers to 

a physical quantity in which a negative gradient acts as a force to push the particle through the 

parameter space in line with Newton's laws of motion, allowing the search to produce inertia in the 

direction of the search space and suppress noisy oscillations. Momentum demonstrates throwing the 

ball from the mountain because the speed of the ball increases as it descends [15]. One of the physical 

quantities is momentum, which according to classical physics is calculated by multiplying an object's 

mass by its speed. We can forecast not only the direction of objects following a collision but also their 

speed because momentum is a vector quantity with a magnitude and direction. Some researchers have 

proposed the "Momentum" technique, which strengthens oscillations in unrelated directions with 

improved training in related directions, this method adds a parameter ( ), momentum only adjusts the 

relevant sample parameters, reducing the need for useless parameter updates, which leads to faster and 

more reliable convergence and shrinkage of the oscillation process[16], see figure (4) 

 

     Gradient Descent without Momentum                          Gradient Descent with 

Momentum 

                                                  Figure(4)(GD and GD with momentum)    

 

When updating a parameter, momentum is comparable to adding inertia[8]. The direction and distance 

of the update are determined by fusing the current gradient with the distance of the direction of the 



Study the Neural Network Algorithms 

 

 

previous update here, another hyperbolic parameter called "momentum" is employed and represented 

by the symbol   . The update for parameter    is derived as follows[15]; 

                ( )                                                                                                                 (5)                           

                

When we use momentum, we push the ball down the hill ; momentum builds up as the ball rolls down 

and gets faster and faster, despite the air resistance, eventually reaching     because momentum is 

calculated in time using all previous updates, giving the latest updates more weight in the latest 

update. When we change our parameters, the momentum of dimensions whose gradients point in the 

same directions increases and the update of dimensions whose directions change decreases as a result, 

which promotes faster convergence and less oscillation[17]. 

The momentum algorithm's advantages are the capacity to improve and stabilize network convergence 

and decrease oscillation, but its drawbacks include the fact that momentum grows along a slope and 

that the speed at the lowest point may accelerate once again, losing the minimum point[15]. 

10-Numerical results: 

Example 1 

Consider objective function : {
   ( )     

  

  
   ( )    

  

By using  the update equation for the parameter           
 

  
 ( ) 

Using Python, the example (1) can be solved, the solution steps are as follows : 

 We know the objective function and then calculate its derivative. we apply the gradient descent 

algorithm first, where it starts with a random point, depending on the search limits (inputs), choose a 

learning rate(     ) and a number of repetitions (iteration=20), after the example is executed, the 

drawing of the objective function see figure(5), where on the function's curve, the answer shows as a 

red dot, and a line connects the spots so that we can see how the search descends, see figure(6) for the 

portions of the function with the biggest curvature. The steps are bigger because the gradient 

(derivative) is bigger. Similar to this, smaller steps are required since the gradient becomes smaller as 

we approach the ideal solution. The step size is taken into account when scaling the objective 

function's gradient amount. About 12 iterations were necessary to reach the ideal outcome. Algorithm 

of gradient descent  with momentum is used  the momentum =0.3,  learning rate      , the number 

of repetitions (iteration= 20 )and using the following update equation;  

              ( )              

The optimal solution was found after about 10 iterations, as expected, the application of the gradient 

descent algorithm with momentum will be faster by finding the optimal solution and fewer iterations, 

see figure(7) The implementation of the above example can be viewed in Python code and display the 

results. 
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Figure(5)(Drawing the objective function) 

 

Figure(6)(Drawing the GD) 

 

Figure(7)(Drawing the GD with Momentum) 

Tabal (1): The results of Algorithm GD and GD with Momentum. 

                         Gradient Descent          Gradient Descent with Momentum 

i      ( )         ( ) 
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0 3.73623 0.56043 0.62818 3.73623 0.37362 0.56043 0.62818 

1 2.24174 0.33626 0.22614 2.24174 0.33626 0.22417 0.10051 

2 1.34504 0.20175 0.08141 0.89669 0.19054 0.03362 0.00226 

3 0.80702 0.12105 0.02931 0.13450 0.07061 -0.03698 0.00274 

4 0.48421 0.07263 0.01055 -0.14795 0.00638 -0.04337 0.00376 

5 0.29052 0.04357 0.00380 -0.17351 -0.01543 -0.02794 0.00156 

6 0.17431 0.02614 0.00137 -0.11177 -0.01580 -0.01213 0.00029 

7 0.10459 0.01568 0.00049 -0.04854 -0.00959 -0.00253 0.00001 

8 0.06275 0.00941 0.00018 -0.01015 -0.00389 0.00135 0.00000 

9 0.03765 0.00564 0.00006 0.00542 -0.00062 0.00198 0.00001 

10 0.02259 0.00338 0.00002 0.00792 0.00060 0.00137 0.00000 

11 0.01355 0.00203 0.00001 0.00550 0.00073 0.00064 0.00000 

12 0.00813 0.00121 0.00000 0.00257 0.00047 0.00016 0.00000 

13 0.00487 0.00073 0.00000 0.00066 0.00021 -4.29e-05 0.00000 

14 0.00292 0.00043 0.00000 -0.00017 4.58e-05 -8.88e-05 0.00000 

15 0.00175 0.00026 0.00000 -0.00035 -2.17e-05 -6.70444 0.00000 

16 0.00105 0.00015 0.00000 -0.00026 -3.33e-05 -3.36e-05 0.00000 

17 0.00063 9.48e-05 0.00000 -0.00013 -2.34e-05 -1.02e-05 0.00000 

18 0.00037 5.69e-05 0.00000 -4.08e-05 -1.11e-05 9.17e-07 0.00000 

19 0.00022 3.41e-05 0.00000 3.67e-06 -2.97e06 3.88e-06 0.00000 
 

11-Conclusions:. 

1- The gradient descent algorithm is a first-order optimization algorithm  (first-order derivative 

)used to train a neural network model where the algorithm repeatedly modifies the parameters 

to reduce the objective function (cost function) to the maximum possible. 

2- The gradient descent algorithm is easy to apply, understand and calculate. 

3- If the data is very large, the gradient descent algorithm may take a long time to converge to 

the minimum in the sense of increasing the number of repetitions. 

4- In the gradient descent algorithm, the weights are changed after calculating the gradient on 

the entire data set, so it requires a lot of memory. 

5- The gradient descent algorithm with momentum is also a optimization algorithm for neural 

network performance by optimizing training in related directions and weakening oscillations 

in unrelated directions. 

6- The momentum gradient regression algorithm can make the convergence better and more 

stable because it reduces vertical (longitudinal) movement and speeds up horizontal (lateral). 

7- Due to the accumulation of momentum, it may increase during the slope, and the speed at the 

lowest point is very large, and it may accelerate again and lose the minimum (optimal point). 
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