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1. INTRODUCTION 

The advent of Internet banking, or electronic banking, has revolutionized the management of financial resources, 

providing a rapid, efficient, and convenient means of handling various financial tasks. By simply sitting behind a 

computer, can apply for loans, settle bills, and initiate money transfers[1]. This convenience has contributed to the 

widespread popularity of online banking worldwide, making it an efficient and convenient method for accessing banking 

services [4]. This has established online banking as an exceptionally popular and popular way of conducting financial 

transactions among the public. Similar trends are evident around the world, and this is the model we aim to apply in Iraq. 

Electronic banking offers many valuable services for both financial and non-financial transactions, such as changing 

ABSTRACT: Enabling customers to access their bank accounts electronically brings many benefits, facilitating 
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branches or exchange manual transactions. This transformation can be achieved through a strong electronic 

authentication system that allows customers to access their bank accounts without visiting a bank branch. The 

foundation of this system is a powerful and unique biometric authentication feature – facial recognition. Have 

developed a web application that uses real-time facial recognition for electronic banking systems. Iraqi banks 

previously lacked such advanced methods of electronic authentication, and research seeks to fill this gap. 

Implementing this system increases customer confidence regarding the security of their accounts. By using a real-

time web application that processes real data, the system can accurately identify and tag individuals, and grant or deny 

them access as appropriate.  Two web applications were created, the first using Olivette's global database for image 

matching and recognition. The second real-time application allows users to access their bank accounts by taking 

instant photos of them, and detecting, processing, and identifying the people in the photos. If an unauthorized person 

gains access, access will be denied. Using the Principal Component Analysis (PCA) algorithm in conjunction with 

the Eigenface technique and the Support Vector Machine (SVM) classifier, it is possible to achieve high accuracy in 

face recognition in both web programs. Specifically, able to achieve an accuracy of up to 92% and then improve it to 
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Automated Teller Machines (ATM PINs), obtaining summary account statements, updating personal information, and 

checking account balances[1].       
   However, online banking also comes with many inherent risks, including the potential for fraud, fraud, identity 

theft, and data breach. Traditional identity verification methods typically involve users memorizing passwords, PINs, or 

other unique identifiers, such as access cards or electronic codes[2]. These methods are vulnerable to various forms of 

attacks, including password theft or hacking, making them insufficient to provide robust protection. Furthermore, the 

challenge of remembering multiple passwords often leads to risky practices such as writing them down or reusing the 

same password across multiple applications, compromising security. Many everyday activities, including banking, 

depend on preventing identity theft. Methods based on natural biometric features provide the user with a promising 

solution by ensuring data security and ease of use. Although biometric technologies are becoming more attractive, they 

still face many challenges. [3].    
   A new type of banking has emerged as a result of the development of information technology. Traditional banking, 

which relies on a customer's physical presence, is just one type of banking activity[4]. Electronic banking has developed 

over the past few years, utilizing new channels of distribution like the Internet and mobile applications [5]. The primary 

goal was to provide businesses with the resources needed to enhance customer satisfaction, reduce transaction expenses, 

and deliver services to customers where and when needed. However, this convenience also exposes them to risks such as 

credit card fraud, phishing, and spam. Secondly, ensuring financial security is the main challenge in the field of electronic 

banking[6]. This study focuses on creating and implementing a web application-based authentication system based on 

facial recognition for an electronic banking system. 
   The remainder of this paper is organized as follows: In section 2, the methodologies are presented. The proposed 

system results and discussions are detailed in section 3. Finally, section 4 concludes the paper and presents the future 

direction. 
 

Nomenclature is included if necessary 

A   radius of  

B   position of 

C  further nomenclature continues down the page inside 

the text box 

 

1.1 Motivation 

1: To address the existing security deficiencies within the Iraqi banking system. 

2: Robust electronic authentication methods are a critical component of the electronic system, making it imperative to 

explore resolutions for this issue while considering the various aspects involved. 

3: Replacing basic electronic authentication techniques such as PINs and fingerprints with a strong and distinctive 

approach, specifically facial recognition. 

4: Develop a web application that revolves around a real-time electronic authentication methodology. 

5: Implementing a secure electronic authentication system streamlines customer access to their bank accounts from 

anywhere. Consequently, the bank not only enhances its security but also gains the trust of customers, ultimately 

attracting a larger customer base, and resulting in substantial advantages. 

1.2 Contributions 

       The main contribution of the research lies in collecting real data, emphasizing the importance of integrating electronic 

documentation in Iraqi banks, and advocating electronic management of customer data. Regarding data collection, the 

study collected images of bank customers' faces, which allowed the development of a real-time facial recognition 

authentication system. The dataset used by the author was obtained from a specific group of bank users in Baghdad, 

although the study did not reveal the name of the bank to protect privacy. The dataset consists of 20 face images. 

1.3 Material and Methodologies 

The proposed model for electronic authentication in Iraqi banks consists of four steps as follows: As shown in Figure 

1. The first step is to define the problem and find solutions, then establish the research theories, then build a web program 

that performs electronic authentication using face recognition. The last step is to evaluate the performance of the model 

of the proposed system. 

 

1.4 Problem definition 

Iraqi banks lack electronic authentication systems based on strong biometric methods, and thus customer data may 

be exposed to loss, theft, or fraud. Based on these gaps, an electronic authentication system based on face recognition 
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was proposed, trained on images of real people, and worked in real time, achieving accuracy and high performance of 

the system. 
 The work is characterized by the fact that it revolves around original images that are obtained instantly through the 

web application that was built, where the captured image goes through multiple stages, including detection. When the 

human face is identified within the image, the image is later processed by cropping the face and converting it from color 

to grayscale images. Then extract the features from the face. After that, the mathematical operations of the Principal 

Component Analysis (PCA) algorithm are performed on the face, until we reach the classification stage, which is 

implemented by the Support Vector Machine (SVM) classifier. Once the detection, recognition, and classification 

processes are completed, the results are displayed on the screen. 
Below is Figure 1, which shows the research framework in all its stages, from the problem definition to the model’s 

evaluation performance. 
 

 

FIGURE 1. Research framework 

 

1.5 Research methodologies 

This part consists of five stages: 

Face detection, image processing, training, testing, and model performance. 

The first step is to apply the Haar Cascade algorithm[7], which detects faces when a command is given to enter the 

account through the web application so that the webcam opens at any time. After the detection process, processing 

operations are performed on the image, such as noise reduction, image conversion from color to grayscale, normalization, 

and graphic equalization. Drawing and segmentation that enhances the quality of the cropped image quickly reduces the 

error rate and helps in extracting facial features. Feature extraction is the most difficult and decisive. This entails 

identifying regional features such as the nose, eyes, mouth, and other things common to all faces. The most common 

feature extraction techniques, such as PCA Extract the least Dimensions[8] and Imputation of faces as Eigen using 
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eigenvalues, which are successfully applied in the proposed system. The third step involves training the model on 70% 

of the data, followed by testing the model on 30% of the data and measuring the model's performance. 

 

1.6 Face Recognition 

Face recognition is a biometric identification technique based on data about facial features that provides an intuitive 

user interface, accurate identification, and high productivity[9]. There are several practical applications for facial 

recognition systems, including identity identification, access control management, and public safety[10].  
   Several algorithms were used in the proposed system to achieve successful and effective face recognition, which will 

be mentioned. 

1. Principal Component Analysis (PCA) 

A common name for principle component analysis (PCA), one of the key findings in real-world linear algebra. A popular 

mathematical method for high-dimensional data analysis is PCA, which has been utilized for dimension reduction. It is 

used in a wide range of analytical techniques just in the visualization and computer graphics domains. reduction in 

dimensions[11]., clustering[12] , face and gesture recognition[13] , motion analysis, and synthesis[14] , among many 

other techniques. It is a technique for identifying patterns in data and for presenting the data to highlight its similarities 

and differences. 

  The first step in PCA is to center the data by subtracting the mean (average) value of each feature (column) from the 

data points in that feature[15]. This process ensures that the data points are shifted around the origin (have a mean of 

zero) along each dimension. 

  𝛍=
1

𝑁
∑ 𝑁𝑖 = 1Γ                                                                                                                                               (1)  

Where: 
 𝜇: 𝑖𝑠 𝑡ℎ𝑒 𝑀𝑒𝑎𝑛 
 𝑁: 𝑖𝑠 𝑡ℎ𝑒 𝑁𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠.        
 𝛤𝑖: 𝑖𝑠 𝑡ℎ𝑒 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑟𝑟𝑎𝑦. [16] 

  After centring the data, you calculate the covariance matrix. The covariance matrix describes how different features 

are related to each other and is used to find the principal components. 

The covariance between two features, i and j, is calculated as follows: 

  COV =
∑(Xi−X̅)(Yj−Y̅)

n
                                                         (For population)                                                     (2) 

  COV =
∑(𝑋𝑖−�̅�)(𝑌𝑗−�̅�)

𝑛−1
                                                        (For sample)                                                           (3) 

is a measure of the relationship between two random variables and to what extent, they change together. In other words, 

it defines the changes between the two variables, such that change in one variable is equal to change in another variable. 

  Once you have the covariance matrix, you compute its eigenvalues and eigenvectors. These eigenvalues represent the 

variance of the data along the corresponding eigenvector (principal component) directions. 

  𝜗𝑖 = 𝜘𝜈𝑖                 (4) 

Where    𝜗𝑖 = 𝐸𝑖𝑔𝑒𝑛𝐹𝑎𝑐𝑒   

               𝜘 = 𝑀𝑎𝑡𝑟𝑖𝑥 𝑜𝑓 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑖𝑚𝑎𝑔𝑒𝑠       

               𝜈𝑖 = 𝐸𝑖𝑔𝑒𝑛𝑉𝑒𝑐𝑡𝑜𝑟                                                                                                                                  

Calculations are shifted from the number of pixels in the images (M2) to the number of images in the training collection 

(N). In practice, Face images in the training set will be relatively small (N<< M2), and the calculations become quite 

manageable. The eigenvector (𝝑𝒊) are also called Eigenface with begin of the corresponding eigenvalue. 

  𝜔𝑖=(Γ𝑖 − 𝜇)     

   Where   Γi = Vector               

                 𝜇 = 𝑀𝑒𝑎𝑛                                                                                                                                       (5)                                           

Project the normalized image open image(𝜔𝑖) into Eigenface [17] 

   𝘸𝑗 = 𝜗𝑗
𝑇𝜔𝑖                                                                                                                                                    (6)                                                                                                           

The weight vector is calculated as: 

  𝜑𝑖=[𝘸1
𝑖 , 𝘸2

𝑖 , 𝘸3
𝑖 … … 𝘸𝑘

𝑖 ]                                                                                                                               (7) 

 

2. Support Vector Machine (SVM) classifier 
    An SVM classifier, or support vector machine classifier, is a machine learning technique that can be used to analyze 

and categorize data. Applications for classification and regression may use supervised machine-learning techniques called 

support vector machines[18].  
 

 

 

1.7 Model Evaluation  
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An interactive visualization tool called the Performance Evolution Matrix compares performance variances to source 

code modifications. Information is organized according to an application's static and dynamic structures. Model classifier 

performance measures We describe four performance measures that are common in the fields of data analysis [19]. 

   𝐴𝑐𝑐𝑢𝑟𝑒𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                                                                   (8) 

   𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                             (9) 

   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                                                 (10) 

   𝐹1𝑆𝑐𝑜𝑟𝑒 = (1 + 𝐵2)
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

(𝐵2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                       (11) 

Where:  

TP: True Positives  

FP: False Positives 

FN: False Negatives 

        K-fold cross-validation is a valuable technique for assessing predictive models. It involves dividing the dataset into 

k distinct subsets or folds. The model is trained and assessed k times, with each fold serving as the validation set once. 

The performance metrics from these k runs are then averaged to estimate the model's generalization performance[20]. 

This method is instrumental in model evaluation, selection, and fine-tuning of hyperparameters, providing a robust 

measure of a model's effectiveness. During this process, each fold is used exactly once for training and testing. This 

approach helps prevent overfitting, a situation where a model performs exceptionally well on the training data but 

struggles with unseen data. K-fold cross-validation ensures that the model is built in a more generalized manner. 

1.8 Results and discussion 

The setting and framework within which the proposed system will be developed and used will have an impact on 

how it will be evaluated. The environment that was used to develop and implement the system is described in this section 

of the submitted thesis. Anaconda version 3 and Python 3.8 are the programming languages that have completed the 

development of planned system functions. The AI model has been implemented and the results extracted in Jupiter 

notebook. In addition, Microsoft Visual Studio 2022 now supports Python 9.3. The purpose of using Visual Studio is to 

build a web program, connect it with an AI model, and complete the entire proposed program. The device received for 

all of the previously described methods is an HP laptop with 16GB of RAM and an 11th Gen i7 processor. The monitor 

cart is an NVIDIA GTX 6G, and completing it is just as challenging. The laptop runs Windows10, 64-bit and has an 

SSD. 
 Four models have been applied and implemented for the purpose of achieving the highest possible accuracy of face 

recognition applied in the web application for the electronic authentication process for Iraqi banks. The highest accuracy 

was reached at 94% with the SVM classifier. As for the other classifiers, the accuracy of the second model with the D.T 

classifier reached 66%, the third model with the KNN classifier reached 72%, and the fourth and final classifier NB 

reached 86% accuracy. On the basis of these results, the model that achieved the highest accuracy of 92% was adopted 

with the web application. 
 

Table 1. Classification accuracy results 

Name precision recall f1-

score 

support macro 

average 

weighted 

average 

accuracy 

SVM. 1.00 1.00 1.00 3 0.92 0.92 0.94 

NB. 

Gaussian 

0.89 0.67 0.75 2 0.84 0.86 0.86 

KNN. 0.57 0.57 0.55 3 0.72 0.71 0.72 

DT. 0.28 0.04 0.07 1.2 0.25 0.56 0.66 

 
 

 

Table 2. Cross-Validation result 

Model                     Cross-Validation result 
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SVM. 0.89 

NB. 0.78 

KNN. 0.66 

DT. 0.47 

  Additionally, presents the outcomes of the cross-validation process for the four models, highlighting the model with 

the highest percentage, indicating superior performance.  
   Ultimately, the SVM has demonstrated superior operational performance compared to other models by consistently 

achieving the highest percentage within the range of cross-validation results. 

  

      

    

 

 

 

 

 

 

 

 

 

 

 
 

FIGURE 2. The program interface in Real-time 

  The picture in Figure (2) displays the program interface of the system proposed in the study. Within this program, 

customer names are presented alongside the timestamps indicating their entry into the system in real-time. 

   

 

 

 

 

 

 

 

 

 

 

 

 

 



Mareim et al., Wasit Journal for Pure Science Vol. 2 No. 4 (2023) p. 88-96 

 

 

 94 

 

  

FIGURE 3. Real-time face detection 

   The image presented serves as an illustrative example. Its primary purpose is to showcase the real-time face-detection 

functionality within the proposed system. The system instructs users to activate their laptop's front webcam, and it 

proceeds to determine whether a face is present in the camera's field of view.  the bounding box around the face is colored 

red, as illustrated in Figure (3), it indicates that a face has been recognized in front of the camera, and this face corresponds 

to the individuals within the real dataset that was previously established, stored, and used for model training. Notably, 

the red box encompasses an image of a face assigned a name during the initial data capture, affirming the high accuracy 

and 

reliability of the proposed system. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 FIGURE 4. Bank customer profile 

 

 

  Upon successfully detecting and recognizing a face, the system permits the authorized user to access the system. Figure 

(4), presented above, depicts the display of a customer's profile once they have been granted login access. All of the user's 

personal information, which has been previously stored in the bank's database, is readily presented. 

   If the system fails to recognize a face, it denies entry and displays on the camera feed that the person is not identified, 

even though their face is detected. Additionally, the system verifies that this face does not match any existing entries in 

its database, ensuring it remains unclassified for an unknown individual. As shown in the figure (5): 
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 FIGURE 5. unknown individual 

 

 

 

2. CONCLUSIONS 

The proposed system introduces a web application designed for electronic authentication using biometric facial 

recognition technology. Its primary purpose is to facilitate user access to their bank accounts by confirming their identity 

through facial recognition. This is achieved by capturing real-time images of the user's face and subjecting them to a 

series of algorithms, particularly focusing on face detection, recognition, and classification stages. In the final step, the 

system grants access exclusively to authorized users with securely stored and successfully identified facial data. This 

rigorous verification process ensures that only authorized users can access their bank accounts, enhancing security for 

sensitive financial information. During the implementation of the face detection and recognition algorithms, four different 

classifiers were employed, resulting in four distinct models. After conducting tests, it became evident that the SVM 

(Support Vector Machine) classifier demonstrated superior accuracy and overall performance. Consequently, an SVM 

model was selected and seamlessly integrated into the web application. It's worth emphasizing that a real dataset of facial 

data was collected, and a web application was developed to process this dataset in real-time. The real-time web 

application triggers the webcam to capture, detect, and recognize images. 
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