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1. INTRODUCTION 

Optimization is the art of finding the best solution from the set. There are many Applications for improvement in 

science, engineering, finance, medicine and economics big data. It is generally divided into two sub-fields discrete and 

continuous improvement Optimization problems aimed at maximizing profit, minimizing costs, or minimizing resource 

[1]. Use will serve objective functions. Optimization problems are that finding the best way to do something is an essential 

part of many important application problems. Often, this means determining whether a job has a maximum or minimum 

value, such as the least amount of time it takes to do a given trip, the least amount of money it costs to do a task, the most 

power the device can achieve, and so on. Many of these problems can be solved by finding the correct function and then 

using calculus to find the required maximum or minimum value optimization [2]. 

 

It consists of an objective function, which is a set of variables through to find the best Solution, constraints consist 

of a set of variables that limit the solution area. To finding the best solutions to a problem, if it is a problem, it has special 

numerical solutions, and if it is unconstrained, it has different numerical methods through algorithms the problem can be 

solved by computer using an optimization algorithm once the model is formulated [3]. Beginning with optimization 

algorithms the very first guess of a value  .The Variables and in a repeatable manner produce a series a obtaining improved 

an estimate, instead It is repeated, until the best possible outcome is obtained. Excellent algorithm must be precise. And 

quick, effective and powerful. It should be a reliable estimate of the optimal solution [4]. There is no global Algorithmic 

optimization is a set of algorithms [5]. [36], [37], [38], [39] 
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2. DEFINITION THE CONVEX FUNCTION 

 A function 𝒇: 𝑹𝒏 → 𝑹 is Convex, if for every 𝒙𝟏, 𝒙𝟐 ∈ 𝑹𝒏, 𝟎 ≤ 𝒕 ≤ 𝟏 inequality, the 

 𝑓(𝑡𝑥1 + (1 − 𝑡)𝑥2) ≤ 𝑡𝑓(𝑥1) + (1 − 𝑡)𝑓(𝑥1)  

The inequality shown above is correct. Is a strict inequality for all 𝑥1 ≠ 𝑥2and∀  𝑡 ∈ (0,1), f is 

named   strictly convex function [6]. 

 

 
2.1 Definition The mathematical optimization problem constrained and unconstrained   

 

The   optimization problem consists of objective function and constraints, its general formula is as follows; 

 f: y → R 

{
 
 

 
 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒\𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑦)                                   

                                                𝑓𝑗(𝑦) ≥, (𝑗 = 1,… , 𝑘)          

                                        𝑓𝑖(𝑦) = 0, (𝑖 = 1,… , 𝐿)

                                     𝑦 = (𝑌1, … , 𝑌𝑛)
𝑇 ∈ 𝑅𝑛

       𝑦 ≥ 0

 

 𝑓(𝑦), 𝑓𝑖(𝑦)𝑎𝑛𝑑𝑓𝑖(𝑦)  Possess scalar function regarding the actual column vector y, yi is the components of 𝑥 =
(𝑦1, … , 𝑦𝑛)

𝑇are referred to as decision variables or feasible set, they can either continuous, intermittent or mixed the 

vector y, i named s a decision vector which of n− dimensional space 𝑅𝑛 [7] 

 

2.2 Constrained Optimization 

 

Constrained minimization can express as follows  

 

{

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝑔(𝑥)                                                                                  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑗𝑖(𝑥) = 𝑣𝑖 𝑓𝑜𝑟 𝑖 = 1, … . , 𝑛 𝐸𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑐𝑜𝑢𝑠𝑡𝑟𝑎𝑛𝑡𝑠

                            𝐾𝑖(𝑥) ≥ 𝑏𝑖 𝑓𝑜𝑟𝑗 = 1,… ,𝑚 𝐼𝑛𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠  

 

 

Where𝒋𝒊(𝒙) = 𝒗𝒊 for𝒊 = 𝟏,… , 𝒏 and 𝒌𝒊(𝒙) ≥ 𝒃𝒊 for 𝒋 = 𝟏,… ,𝒎 the objective function f(x) must be optimized 

within the set of constraints, which defined as the requirements for satisfying the constraint [8]. 

2.3 Definition Feasible Solution 

 

 Definition: A feasible solution is one that satisfies all constraints or a practical option that yields the best possible  

 

3. THE OPTIMALITY CONDITIONS 

 

The following optimality conditions determine many methods for solving systems of nonlinear equations; think of an 

optimization issue.𝑖𝑓  𝑥 = 𝑅𝑛, i.e., minimize h without limitations; it can be said [10]. 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑥∈𝑅𝑛ℎ(𝑥) 
* If h Given that it is perpetually differentiable, a condition essential for 𝑥∗ ∈ 𝑅𝑛to be an issue -solving factor is∇ℎ(𝑥∗) ≥
0. 

* When h is two continuous differentials, then a prerequisite required for      𝑥∗ ∈ 𝑅𝑛to be a best value of the problem is 

∇ℎ(𝑥∗) = 0∇2ℎ(𝑥∗) ≥ 0 

* Enough circumstances for 𝑥∗ ∈ 𝑅𝑛 to be a local answer to a problem are   ∇ℎ(𝑥∗) = 0, ∇2h(x∗) > 0 [10]. 

Theorem 1. (First-Order Necessary, Condition) 

Suppose that 𝑓𝑖: 𝑅
𝑛 → 𝑅be not the same. If 𝑦∗is a local minimizer of𝑓𝑖, subsequently,  ∇𝑓𝑖(𝑦

∗) = 0   

Theorem 2. (Second-Order, Necessary Condition) 

Suppose that 𝑓𝑖: 𝑅
𝑛 → 𝑅be twice differentiable. If𝑦∗ is a local minimizer of𝑓𝑖, Subsequently,∇𝑓𝑖(𝑦∗) = 0 & ∇2𝑓𝑖(𝑦∗)is 

positive semi certain 

Theorem3. (Second-Order, Sufficient Condition) 

Suppose that 𝑓𝑖: 𝑅𝑛 → 𝑅  be twice continuously differentiable. If ∇𝑓𝑖(𝑥∗) = 0&∇2𝑓𝑖(𝑥∗)  is certain in a good way then,  

𝑥∗is a strict local minimizer [11]. 
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4. NUMERICAL OPTIMIZATION 

Examining the design goal to determine whether the proposed solution is practical and/or ideal is probably the 

most computationally time-consuming step in solving the optimization problem. Usually, we have to make these 

assessments several times, often hundreds or even millions of times [12]. The difficulty of computing increases 

as each evaluation process requires, the use of an efficient algorithm will enable you to use fewer objective 

evaluations in general, it is the primary method to decrease the quantity of these evaluations necessary [13]. This 

is typically not an option; thus, we must employ some, approximation approaches to estimate the objectives or to 

build an approximate model to forecast the effects of the solution without actually employing the solution another 

option is to replace the low-resolution model of the original objective function, derived through computer 

simulation using a coarse interest structure architecture [14]. The original model should correct because a low-

resolution model is faster, but less accurate from the original model. To obtain the optimal design at a low 

computational cost, special techniques should use to apply an approximate model or low-precision correction in 

the optimization process [15]. 

5. THE PARTICLE SWARM OPTIMIZATION (PSO) ALGORITHM 

The particle swarm algorithm is a swarm intelligence method used to improve optimization problems. It was 

proposed by Kennedy to simulate social behavior in early 1995 [16]. This algorithm easily implemented when 

calculated is inexpensive. PSO is related to artificial life and swarming theories. PSO converges, especially in 

complex problems. Researchers devote themselves to this problem and dealing with it. [17]. PSO proposes a 

hybrid between speed and position rules with reproduction [18]. 

5.1 Particle swarm optimization  

James Kennedy, a psychologist and sociologist, and Russell Eberhardt, an electrical engineer, made the discovery of the 

bird swarm method (also referred to is Particle Swarm Optimization, or PSO) in 1995 [19]. The algorithm's concept based 

on a collection of elements known as a swarm, which randomly distributed in a defined area with the goal of locating the 

best solution there. The term Life, or artificial life, was initially implement in the early 20th century. In addition, it serves 

as the foundation for this algorithm. This phrase refers to study that examines man-made systems that have many 

characteristics with living things [20]. For instance, simulating how birds or ants build their colonies this phrase has two 

major subtypes Studies interested in computing techniques and helping to model biological phenomena.  Studies 

interested in biological phenomena with how to use them correctly in solving computer problems.  Such as genetic 

algorithms and artificial neural networks [21]. The (bird flocks) algorithm classified within the second branch, but with 

a slight difference from genetic algorithms [22]. The algorithm discusses another type of biological systems, which are 

systems that depend on the cooperative behavior of individuals as they interact with their environment and with each 

other. What is the algorithm for (bird flocks)? How does it actually work in the programming world? We will use the 

example below to illustrate the concept: exists a group of avian species. That disperses in a particular area in search of 

food [23]. and the food disperses in this area at random; in addition, the birds do not clearly know where the food is 

located; How should one go about looking for food What is the algorithm for (bird flocks)? How does it actually work in 

the programming world? We will use the example below to illustrate the concept: We have a flock of birds that disperses 

in a particular area in search of food, and the food disperses in this area at random; also, the birds lack a distinct 

understanding of the location of the food. Is located; How should one go about looking for food Elements the search 

process starts in random locations, and with each iteration [24]. The components grow nearer to most excellent and 

precise solution (the area filled with food). The algorithm does precisely this every bird in the method is referred to as an 

element or part, and each element has a suitable value, also known as a fitness value, which indicates how appropriate 

the solution of this element is in relation to the solutions of the other elements [25]. A function known as the fitness 

function used to carry out this operation.... Elementals also have speeds that guide them in their search for food the 

processing of information involves several crucial variables: the optimal value obtained by an element, denoted as "best," 

the optimal value obtained within the swarm, referred to as "g best," and the optimal local position value of an element 

in relation to its neighboring element., l best [26]. 
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6.  GENETIC ALGORITHM 

Artificial intelligence encompasses genetic algorithms, a method of scientific inquiry that identifies the best 

solution. Also categorized as one of the evolution-ary algorithmic techniques that depend on mimicking the actions 

of nature. It has described as genetic due to its strong reliance on simulating the work of genetic genes in living 

organisms and its benefit from [27]. Using parallel processing to achieve the genetic algorithm programmer 

exhibits the traits of an intelligent programmer, which are thinking, deduction, and learning, and this is what 

distinguishes the intelligent programmer from other traditional program-mars. This makes the genetic algorithm 

programmer one of the most significant tools of artificial intelligence [28]. One of the key methods for selecting 

the best solution from a range of poten-tial ones for a given design is the use of genetic algorithms. The strongest 

quali-ties strengthened by this genetic therapy, which also conveys the best features via consecutive breeding 

processes [29]. These strengthened characteristics have the best chance of breeding and producing an ideal 

generation. The genetic cycle repeated, eventually raising the standard of the progeny the population data set first 

chosen in the genetic algorithm's mechanism. Binary numbers frequently used to represent the data. We also 

determine the fitness function for each chro-mosome, which used to assess the preliminary and conclusive findings 

[30]. The algorithm's fundamental steps are as follows:  Selection: Using the optimization function, the best people 

have chosen in this process. Changeover: This is the pro-cess of creating a new generation through mating the 

most qualified individuals, per. Frequently, this procedure involves the parental figures trading off one half of the 

dual representation. To improve a generation created by hybridization, some of its features changed through the 

process of mutation [31]. 

6.1  Algorithm Detail 

PSO searches using a cluster of particles that refreshes after each repetition to iteration. In order to discover 

the optimum solution, every particle within the swarm travels in the direction of its most recent optimal 

location. (p best) and the optimal global position (g best) [32]. Only one                         

  𝒑𝒃𝒆𝒔𝒕  (𝒂, 𝒅) = 𝒂𝒓𝒈𝒎𝒊𝒏[𝒇(𝒑𝒊(𝒌))] ,   𝒂 ∈ {𝟏, 𝟐…𝑵𝒑},     

k=1,,t 

 
𝑔𝑏𝑒𝑠𝑡(𝑡) = argmin[f(pi(𝑘))]   
𝑎 = 1,…𝑁𝑝 

𝑘 = 1,… , 𝑑    

Where a stands for the particle index, Np the total quantity of particles the iteration number currently in use, f is 

fitness function, and P the position. The velocity V and position P of particles updated by the following equations: 

 

ℎ𝑎 = (𝑑 + 1) = 𝜔ℎ𝑎(𝑑) + 𝑦1𝑥1(𝑝𝑏𝑒𝑠𝑡(𝑖, 𝑑) − 𝑝𝑎(𝑑)) + 𝑥2𝑦2(𝑔𝑏𝑒𝑠𝑡(𝑑) − 𝑝𝑎(𝑑))     (1) 

  
 𝑝𝑎(𝑑 + 1) = 𝑝𝑎(𝑑) + ℎ𝑎(𝑑 + 1)             (2) 

Where h denotes the velocity, ω is the inertia weight used to balance the global exploration and local exploitation, 

y_1 andy_2 are uniformly distributed random variables within range [0,1], and x_1 and x_2 are positive constant 

parameters called acceleration coefficients. 

Setting an upper bound for the velocity parameter is typical practice. Particles travelling out of the search space 

were restricted using velocity clamping [33] the strategy of restriction coefficient, which Clerc and Kennedy [34] 

presented because of a theoretical analysis of swarm dynamics and in which the speeds are constrained, is another 

approach. The preceding velocity or inertia represent in the first portion of formula (2) and gives particles the 

requisite momentum to move about the area of search. The subsequent component, dubbed the cognitive element, 

depicts how each particle thinks on an individual level. It stimulates the particles to travel in the direction of their 
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own current optimum locations. The collaborative outcome represented by the treble component, the cooperation 

component. [35]. 

 

 

Table 1. - Represents the x-values, y-values, and objective function values after replacing the x- and y-values 

𝐟(𝐱, 𝐲) 𝐲 𝐱 𝐢 
22.790484 2.46035754680633541 4.0911030769348145 1 
12.188461 3.4236449003219604 0.6834596395492554 2 
7.578379 −1.069905161857605 −2.5364702939987183 3 
4.982687 1.1355245113372803 1.9217884540557861 4 
1.796338 −0.8609497547149658 1.0271823406219482 5 
1.531795 0.7825732231140137 −0.9588402509689331 6 
0.040942 0.1132744550704956 0.1676642894744873 7 
0.039373 0.10514914989471436 0.1682746410369873 8 
0.013311 −0.10058760643005371 0.05650818347930908 9 
0.012764 0.10514914989471436 0.041321516036987305 10 
0.006196 0.06699919700622559 0.041321516036987305 11 
0.002494 0.013576149940490723 0.04805445671081543 12 
0.001818 0.01289665699005127 0.040634870529174805 13 
0.001817 0.0128936767578125 0.040634870529174805 14 
0.001732 0.0133699178695678711 0.039414167404174805 15 
0.001641 0.0037610530853271484 0.040329694747924805 16 
0.001561 0.0003457069396972656 0.03950593483581543 17 
0.001544 0.00376105308532714840 0.039108991622924805 18 
0.000256 0.01323997974395752 0.00899195671081543 19 
0.000256 0.01323997974395752 0.00899195671081543 20 
0.000200 0.0109177827835083 0.008973479270935059 21 
0.000088 0.0028949975967407227 0.008896589279174805 22 
0.000088 0.002892613410949707 0.008896589279174805 23 
0.000059 0.0045168399810791016 0.00624537467956543 24 
0.000020 0.0045174360275268555 6.556510925292969e-05 25 
0.000004 0.0020760297775268555 0.0003516674041748047 26 
0.000000 0.00011563301086425781 0.0003516674041748047 27 
0.000000 0.00011563301086425781 0.0003504753112792969 28 
0.000000 0.00011563301086425781 0.0003135204315185547 29 
0.000000 0.00011563301086425781 4.5299530029296875-05 30 
0.000000 3.933906555175781e-05 4.5299530029296875e-

05 
31 

0.000000 8.344650268554688e-06 4.649162292480469e-05 32 
0.000000 5.9604644775390625e-06 4.649162292480469e-05 33 
0.000000 1.1920928955078125e-06 4.410743713378906e-05 34 
0.000000 8.344650268554688e-06 4.0531158447265625e-

05 
35 

0.000000 8.344650268554688e-06 7.152557373046875e-06 36 
0.000000 5.6904644775390625e-06 3.5762786865234375e-

06 
37 

0.000000 1.1920928955078125e-06 2.384185791015625e-06 38 
0.0000003 1.1920928955078125e-06 1.1920928955078125e-

06 
39 

0.000000 1.1920928955078125e-06 0.0 40 
0.000000 0.0 0.0 41 
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FIGURE 1. - showing the bird flock algorithm where the lines (constraints) and the white dot with x symbolize the 

target point 

 

6.2 Steps of genetic algorithm   

First - Initialization: The chromosomes initially created as a large number of unique solutions that generated at 

random. There are typically several hundred or thousands of potential answers, while the size of the 

chromosomes varies on the nature of the issue [29]. Traditionally, chromosomes produced at random, 

encompassing every potential outcome in the search space. If the best answer discovered, this solution might 

occasionally serve as the classifier. Second, selection: A portion of the present chromosomes chosen to form a 

new generation with each succeeding generation. The optimal function used to pick these chromosomes, and 

the optimal function's preference affects the selection rate. Another method involves choosing a group of 

chromosomes at random, although this procedure could take a very long period [30]. Third: Cloning is the 

process of creating a second generation of chromosomes that chosen through the selection process, followed by 

the hybridization and mutation of those chromosomes to create offspring [31]. 

6.3 What is the difference between the flocks of bird's algorithm and genetic algorithms? 

As we mentioned earlier; Swarm algorithms and genetic algorithms (GAs) are descendants of evolutionary 

algorithms; the two There are several parallels between algorithms, such as the generation of random clusters 

and the calculation of the fitness value. Both algorithms occur according to random techniques; while there are 

some points of difference; the mating and mutation functions are not available in the PSO algorithm. Operators 

that Algorithms based on genetics have [17]. Then the information processing mechanism in genetic algorithms 

(GAs) is very different [29]. Chromosomes share information with each other. Which leads to all elements 

moving as one group to the optimal area. As for the PSO (Bird Flocks) algorithm, the I best parameter only 

gives important information to the swarm elements, so this algorithm is a one-way information-sharing 

algorithm, and has elements that always strive to converge towards the best solution quickly [31]. 
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