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1. INTRODUCTION 

Data hiding is a broad branch of science that primarily aims to use signal processing operations or manipulations to 

enable any signal to carry imperceptible  information data. Depending on the purpose of data hiding, any hiding 

algorithm must meet one criterion or more to efficiently achieve that purpose [1-5]. The efficiency of data hiding 

algorithm is determined by a few specifications, namely: imperceptibility, security, robustness, capacity, and 

complexity [6-9]. Figure 1 illustrates the correlation  between the efficiency of any algorithm and the hiding criteria. 

These criteria can be explained as follows: Imperceptibility refers to the quality of the cover file; after hiding data, the 

resultant file should appear exactly like the original one without obvious distortion [10, 11]. Robustness is the resilience 

power of an algorithm that allows hidden data to withstand the attacks without disappearing [12, 13]. Capacity is the 

size of hidden data that is measured depending on the type of cover media file [14-16]. Complexity is the amount of 

necessary resources that is needed to create a hiding algorithm. Security of hidden data is the impossibility of revealing 

data without permission [9]. However, complexity and security are often secondary criteria  in the efficiency evaluation 

[17, 18]. The relationship between the data hiding criteria is a compromising one. Researchers are continually 

investigating approaches in the literature to achieve the best trade-off between these criteria. Several papers in the 
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literature discussed data hiding algorithms, claiming to achieve better results than others [19-21]. However, no standard 

benchmarking platform can justify the comparisons among offered schemes.  

 

Fig. 1. Data Hiding Efficiency Criteria 

2. LITRATURE REVIEW 

Several benchmarking approaches are suggested in the literature. Reference [22] proposed OR-Benchmark, which is 

a reconfigurable benchmarking framework for most digital watermarking purposes. This framework can be considered 

a valuable benchmarking platform, as the authors claim it supports all benchmarking goals. Two main features are 

considered: first, the interfaces of the platform are public and easy to reach; second, different authors may expand the 

implementation and re-configure hiding algorithms. However, uncovering any hiding algorithm on a public platform 

is not recommended.  

Reference [23] proposed a multi-dimensional matrix evaluation for benchmarking the algorithms of data hiding. 

However, numerous techniques of investigation are used without establishing a general one that can be adopted as the 

proper benchmarking.  

Reference [24] defined a new metric named “Combined Capacity–Quality–Robustness Effectiveness (CCQRE)”, 

which integrates the measures of the three mentioned criteria into a single metric criterion. This approach  neglects the 

existence of applications that need only one or two major criteria. 

Reference [25] proposed a method for standardizing the evaluation of watermark robustness. The aforementioned 

study argued an important viewpoint that many other benchmarking systems lack evaluation of: the ability to detect 

the watermark and the necessity of maintaining a trade-off between the reliability of the detection process of the 

watermark and the practical advantages of the image. Nevertheless, the proposed method focused on image 

watermarking with only two purposes. 

Despite the frequent attempts to suggest a standard benchmarking approach, many of the proposed algorithms still lack 

the perfection required to become a standard. Performing fair benchmarking requires implementing algorithms with 

all the relevant special details. Implementation of algorithms from the literature for benchmarking is difficult and 

necessitates a substantial amount of time. Accordingly, this work aims to propose an achievable benchmark method 

that can be quickly implemented, easily used by future proposed data hiding algorithms, and benchmark older 

algorithms. This approach aims to enhance the credibility of the benchmarking results. 

 

3. METHODOLOGY  

 
Benchmarking systems require implementing the data hiding algorithm and computing the benchmarking metrics. The 

proposed MEI-benchmarking approach imposes a slight change to the hiding process. The data hiding process must 

include the step of computing the maximum error to hide the data that will cause this error. A number of general 

metrics should be calculated to study the benchmark. After benchmarking, the user should be able to choose one of 

several algorithms based on the application requirements. 
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3.1.  MEI Generalization 

First, the cover media files should be standardized “unified” (i.e., for image data hiding, a chapter of benchmark 

results must include some general cover images that are previously determined in the benchmarking platform). Most 

algorithms hide different data to show results or to benchmark. The precision of the results can be directly affected 

by the sequence of hidden bits, particularly in terms of robustness and invisibility. This situation is due to the  neglect 

of the coincidental similarity between cover and hidden data. A new benchmarking algorithm is proposed, which is 

easy to follow and can be applied to all data hiding algorithms. The idea is summarized by hiding the data that cause 

maximum error to the cover file in the hiding process. The inserted error has the following important features: the 

maximum capacity, the maximum distortion caused by the hiding process (quality measures), and the maximum 

sensitivity to attacks (robustness measures). Figure 2 shows the general MEI benchmarking steps.  

 

Fig. 2. General MEI Benchmarking Steps 

 

The investigation of data hiding benchmarking algorithms starts benchmarking process with the famous least 

significant bit algorithms. The two famous and widely used images in the literature, namely, Lena and peppers 

images, are selected as cover files for benchmarking image data hiding algorithms. Figures 3 and 4 show the Lena 

and pepper images used. The use of these same images makes it easier to compare with previous work that 

investigated these images. Each image used in the investigation is of size (512*512) pixels. 

3.2. Benchmarking Metrics 

A substantial amount of studies in the literature focus on some metrics depending on the purpose of data hiding. 

The general investigation metrics in this work depend on the importance of these metrics in literature [26-29]. 
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3.2.1 Imperceptibility 

Imperceptibility is presented by several important factors: 

• Mean squared error (MSE): it is the average of the difference between original and manipulated image 

pixels. MSE metrics are typically defined as objective measures of distortion due to the simple calculations. 

An image with a higher MSE will show more sensible or visible distortion than the one with a lower MSE. 

A higher value of MSE means a greater difference between the original image and the changed image. 

• Signal-to-noise ratio (SNR): calculates the strength of the image imperceptibility relative to the noise 

caused by the hiding process. 

• Peak SNR (PSNR): In image and video peak SNR (PSNR) are commonly used in practice rather than 

MSE to characterize the reconstructed image quality. This situation is due to the PSNR that will normalize 

MSE the with reference to the value of peak signal instead of the signal variance. Moreover, this study 

enables straight comparisons among the results using diverse codecs or systems. 

• Structural similarity of image (SSIM):  a metric based on perception to consider the degradation of an 

image as sensed difference in the structure of the information while also comprising important 

imperceptibility criterion, including luminance-masking and contrast-masking terms. The importance of 

this technique comes from the difference with other techniques. MSE and PSNR are imperceptibility 

metrics that are used to estimate absolute errors. Structural information is the idea that a pixel has strong 

dependencies with other pixels, especially with those who are locative close. The  pixel’s dependencies 

carry crucial information about the objects’ structure in the visual image. Luminance-masking is a 

phenomenon where distortions in an image become more imperceptible in the brighter regions. Meanwhile, 

contrast-masking occurs when distortions in an image become more imperceptible in areas with significant 

“texture” activity. 

 

3.2.2. Capacity of Hidden Data 

Capacity refers to size of the data that can be hidden in an image by using the hiding algorithm. This factor is 

calculated in bits per pixel (bpp). 

 

3.3. LSB Algorithms Using MEI Benchmarking 

The least significant bit (LSB) is the first algorithm to be investigated. We start with time domain LSB algorithm 

and frequency domain to view benchmarking figures. The LSB algorithm is one of the oldest proposed approaches 

in the data hiding algorithms. However, this algorithm is still being used to date [30,32]. The LSB algorithm is 

Fig 3.   Lena Image Fig 4.    Pepper Image 
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summarized in data hiding by substituting the least significant bit of the value of a signal with a hidden bit (i.e., in 

RGB images). Three LSBs of each pixel can hold three hidden bits. Consequently, the capacity of LSB is triple the 

size of an image. However, the time domain LSB method is not robust and can be used for fragile applications  

only. The frequency domain adds more robustness to the hidden data. Consequently, this work investigates the 

imperceptibility and capacity of the LSB method in time and frequency domain. 

4. RESULTS FOR MEI-LSB ALGORITHM BENCHMARKING  

The MEI in the LSB algorithm can be obtained by reversing all the LSBs of the corresponding hiding plane.  

Applying the LSB reversing algorithm in the time domain is easier than in the frequency domain. However, in the 

time domain, the MEI can be achieved directly by reversing the LSB bits as all pixels are represented as integer 

values. Meanwhile, in the frequency domain, the MEI will need more steps, similar to the hiding steps. The capacity 

obtained in the frequency domain is lower than that in the time domain as a result of reducing the size of hiding 

plane. Moreover, the additional steps in the frequency domain (as we use discrete wavelet transform [DWT]) will 

generate additional distortions to the cover image. Table 1 shows the imperceptibility metrics for the Lena and 

Pepper images. Meanwhile, Table 2 shows the capacity for the Lena and Pepper images. 

5. IMPERCEPTIBILITY METRICS FOR MEI-BENCHMARKING. 

 

6. Image 7. MEI-LSB-domain 8. SSIM 9. MSE 10. SNR 11. PSNR 

Lena Time 0.9996 1 6.81e−04 0 

Lena Frequency (DWT) 1 31.0562 5.12e−04 −14.921 

Pepper Time 0.9962 1 0.0032 0 

Pepper Frequency (DWT) 1 16.2639 0.0124 −12.112 

 

TABLE I.  CAPACITY BENCHMARKING FOR MEI-BENCHMARKING 

 

 

 

 

 

A decision can be made depending on the benchmarking results for applications that require a trade-off between 

the efficiency criteria. The results show the maximum expected values of distortion generated by both algorithms. 

The results in Tables 1 and 2 demonstrate that the capacity metric in the time domain is better than that in the 

frequency domain. Meanwhile, the imperceptibility improves in the frequency domain. This phenomenon is related 

to the distribution of noise all over the frequencies of the signal. The possibility of altering data by users will not 

give different or worse results with the studied metrics due to the use of maximum error insertion with the highest 

capacity available.  

Although the other benchmarking attempts show only the successful side of the acquired results, the proposed MEI 

benchmarking  gives improved method to evaluate efficiency metrics compared with these attempts, because any 

change in the hidden data will not change the measured MEI-efficiency metrics of the algorithm. Consequently, 

the proposed MEI benchmarking  outperforms exiting methods stabilizing the measured metrics for any hiding 

algorithm. The MEI benchmarking is more effective than the existing methods because the authors will no longer 

need to implement other algorithms for benchmarking to unify the compared element variables. Presenting MEI-

results straightway for each new introduced hiding algorithm makes it easy to benchmark any other algorithm used 

MEI as metric results. 

  

Image MEI-LSB-domain Capacity 

Lena Time 512*512*3 

Lena Frequency (DWT) 256*256*3 

Pepper Time 512*512*3 

Pepper Frequency (DWT) 256*256*3 
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6.  CONCLUSIONS  

This work introduced the MEI benchmarking algorithm as a new platform for measuring data hiding metrics. This 

algorithm allows comparing various data hiding schemes even if they are working on different ranges of values for 

their criteria. The proposed MEI benchmarking overcomes the lack of similarity-fairness in the benchmarking. The 

implementation of the MEI algorithm has demonstrated the ease and credibility of the proposed approach as a 

platform tool for benchmarking data hiding schemes. The advantage of MEI benchmarking because  of its immunity 

to the alterations of the hidden data. The hiding algorithm’s performance will not be affected by the changing of 

type or size of the hidden data. Consequently, the suggested MEI benchmarking performs better than the other 

strategies as it stabilizes the measured metrics. In future work, the detailed robustness study may be accomplished 

to set a general comparison added to the imperceptibility and capacity comparison platforms. 
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