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 Abstract - The increasing use of the internet has created 

a vast amount of digital information and it is expanding extremely 

fast. Therefore, Information retrieval becomes a challenging task 

to fetch relevant information for users. The aim of this paper was 

to examine and evaluate the performance of the Information 

retrieval system through eight experiments to test all the features 

that can be used in a vector space model. These experiments were 

compared to show the best and the worst implemented features. 

The features are represented by applying (tf.idf, stop words, 

stemming), (tf.idf, No- stop words, stemming), (tf.idf, No- stop 

words, No-stemming), (tf.idf, stop words, No-stemming), (tf, stop 

words, stemming), (tf, No- stop words, stemming), (tf, No- stop 

words, No-stemming), (tf, stop words, No-stemming). Results 

showed that using stop words, stemming approach, and tf.idf 

improve the performance of the system.  However, when tf was 

used without using stop words and stemming approaches the 

performance of the system is declined. In addition, results showed 

that stop words have a significant effect on the system while the 

stemming approach has no noticeable effect particularly with tf.   
 

Index Terms - Information Retrieval, Vector space model, inverse 

document frequency, Term frequency, stemming. 
 

I.  INTRODUCTION 

 Several algorithms and techniques have been 

developed for data mining and information retrieval. These 

techniques and algorithms are evaluated based on accuracy and 

performance. Ranking the most relevant documents at the top 

of the system output is one of the challenges of almost all 

Information retrieval systems [1]. The most classical used 

technique in this regard is Vector Space Model (VSM) [2]. 

Different procedures need to be applied to the data before 

applying VSM such as stop words, stemming and term 

weighting. 

In order to evaluate the performance of Information 

retrieval systems, [3] have proposed visual and scalar 

evaluations methods to evaluate the overall performance of an 

information retrieval system. These evaluations are performed 

by precision, recall and F measure parameters. Furthermore, [4] 

claims that user satisfaction should be used as a criterion for 

measuring information system effectiveness besides other 

factors such as precision and recall. On the other hand, [5] 

compared the performance of Vector Space Model (VSM) and 

Latent Semantic Indexing (LSI), results showed that LSI 

performs better in most cases compared to VSM and it retrieves 

more relevant documents. 

In addition, [6][7] argues that traditional measures such as 

precision and recall, are only based on binary relevance and 

cannot distinguish between different levels of relevance while 

the normalized distance performance measure provides the best 

performance in terms of document ranking and relevance of 

documents.   

The aim of this paper is to examine and evaluate the 

performance of an Information retrieval system through eight 

experiments to test all the features that can be used in a vector 

space model. These experiments are compared to show the best 

and the worst implemented features. The features are 

represented by applying (tf.idf, stop words, stemming), (tf.idf, 

No- stop words, stemming), (tf.idf, No- stop words, No-

stemming), (tf.idf, stop words, No-stemming), (tf, stop words, 

stemming), (tf, No- stop words, stemming), (tf, No- stop words, 

No-stemming), (tf, stop words, No-stemming). 

 

II. RELATED STUDIES 

 Due to the dramatic increase of global internet usage, an 

enormous amount of text materials is produced in almost every 

field. Therefore, the task of text retrieval and classification 

remains a big challenge. One of the main application areas in 

information retrieval and text mining is Text classification or 

document categorization. Various machine learning algorithms 

and models have been applied in document classification, 

information retrieval and other text mining applications. Naive 

Bayes classifier and vector Space Model are among the oldest 

approaches for information retrieval and text classification.

  

 The major problems of all Information Retrieval systems 

are fetching some irrelevant information together with the 

relevant one and not be capable of retrieving all relevant 

documents. 

Boolean, Vector Space and Probabilistic models are the most 

widely used information retrieval models [8][9][10]. Vector 

space model can be considered as the most effective, influential 
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and simple model for information retrieval systems and gives 

nearly exact matching results [10] [11]. 

  Similarity values between queries and documents can be 

calculated using three different approaches in the Vector space 

model. Tf.idf and the normalization model provide better 

results compared to tf. Considering long documents, all the 

approaches can be used since it contains more appearance of 

the query terms [12]. Among the available frameworks, [8] 

argues that considering term-frequency, inverse document 

frequency measures, the vector space model can be used to 

achieve the ultimate relevancy in retrieving documents in 

information retrieval. 

 Moreover, [13] have proposed a new similarity measure 

that calculates the dissimilarity coefficient between the two 

instances and then the similarity value is obtained. This will 

improve the classification performance and accuracy of 

classifiers based on vector space models that are used in text 

categorization and information retrieval.  

 [9] implemented a vector space model for document 

retrieval system using open source technology and their results 

were adequate. It is suggested that lemmatization, spell-

checking, and synonym expansion can be used to improve 

recall and precision. 

 Information retrieval system has been developed for 

languages other than English. [14] used a vector space model to 

develop a text retrieval system for Afaan Oromo language that 

can handle indexing and searching. It is argued that the 

performance the system can be increased if a stemming 

algorithm is improved. 

 Due to the effectiveness of the vector space model, it has 

been applied in different applications of information retrieval 

systems such as question answering systems [15], document 

summarization [16][17] and Image retrieval [18][19] 

 

III.  METHODOLOGY  

A. Pre-processing and preparing data 

 Preprocessing data is a very important phase to prepare the 

data set before applying a vector space model. It is represented 

by loading data, Stopwords, tokenization, normalization, 

stemming, index data structure (term weighting), storing the 

indexed data into a file. The tested data file includes a collection 

of documents that has almost 3500 records of publications.  

 For tokenizing the input a simple regular expression was 

used to find the maximum alphabetic sequences and then 

normalizing the text to a form of lowercase. Stopwords are used 

to exclude less useful words.  

 Moreover,  the stemming technique is used to reduce 

inflected words; in this Paper Porter stemmer is used to 

minimize the number of terms that might affect the 

performance of the system through stripping words of any 

derivations, for example, studying, studied, study’s, will 

become study which is the basic form of this term.  

 Now words are ready to be given weight. Two techniques 

were used for giving weight to the words; the first one is to 

count the number of a certain word that occurred in the 

document, in this case, the high weight is mapped to a word that 

has a high frequency. While the second technique is the inverse 

word frequency which gives a large weight to rare words that 

occur in documents.  

 The first technique does not differentiate among the 

importance of words, for example, articles normally appear in 

documents frequently while these articles do not provide real 

information such as (a, an, the,...etc.). On the other hand, the 

second technique gives importance to a seldom occurring word 

in the document and these words might have a good indicator 

to a certain topic, for instance, democracy, dictatorship indicate 

political topics. Finally, the revised information is stored in a 

file to be used later. 

 

B. Vector Space Model 

 Vector space model (VSM) is used for information 

retrieval by representing documents as “bags of words”. Words 

in the documents are dots in multi-dimensional vector space. 

Not only documents are represented in vector space, but also 

queries are represented in vector space and each query is 

considered as a point in high-dimensional vector space. Each 

term (in documents/ queries) forms a dimension. Now the 

similarity between the vectors of the query and document is 

measured. The highest score of similarity the document has is 

the most relevant to the query. Figure (1) illustrates an example 

of how vector space works. 

 
Fig. 1 shows the relationship between the query and the document in vector 

space 

 

In the above example, the most similar document to the query 

is d2. The similarity between vectors is measured by calculating 

the cosine of the angle between two vectors. The following 

equation is used for calculating the cosine between angles of 

two vectors    

 
The output of this equation ranges from (-1, 0, 1): 

1: the vectors in the same directions 

0: orthogonal vectors 

-1: the vectors in opposite directions 

 

The following block diagram the process of the system: 
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Fig. 2 block diagram of the system 

 

 

IV.   SYSTEM EVALUATION 

The system was evaluated according to eight experiments as 

following 

1. (tf.idf, stop words, stemming) 

2. (tf.idf, No- stop words, stemming) 

3. (tf.idf, No- stop words, No-stemming) 

4. (tf.idf, stop words, No-stemming) 

5. (tf, stop words, stemming) 

6. (tf, No- stop words, stemming) 

7. (tf, No- stop words, No-stemming) 

8. (tf, stop words, No-stemming) 

 Figure 3 presents the performance of the system's results 

under different configurations such as using/or not using stop 

list, applying porter algorithm (stemming)/ or not, and using tf 

or tf.idf. The performance of the system is determined by the 

value of precision, recall and F-measure. 

 In general, figure 3 shows that the performance of the 

system was improved when the term weighting technique 

(tf.idf) was applied. In particular, the best performance of the 

system was shown when (tf.idf, stop words, stemming) were 

applied, with precision 0.27, recall 0.22 and f-measure 0.24. 

However, the performance was negatively affected by 

depending on other features such as using/ not using stop words 

and stemming. For example, the result of (tf.idf, No- stop 

words, No-stemming) experiment showed a decline in system 

performance because stop words and stemming were not used, 

with precision 0.17, recall 0.14 and f-measure 0.15. 

 In addition, when the second technique for term weighting 

(tf) was used in the experiments, the best result was roughly 

equal to the bad performance of the system when (tf.idf, No-

stop words, No-stemming) was used, with precision 0.18, recall 

0.15, and f-measure 0.16. Moreover, the worst system’s 

performance among all the experiments was recorded when (tf, 

No- stop words, No-stemming) was implemented with 

precision 0.04, recall 0.03, and f-measure 0.04. 

Furthermore, the feature of not using stop words in both 

experiments (tf, No- stop words, stemming) and (tf, No- stop 

words, No-stemming) had a negative effect on the performance 

of the system remarkably. However, the stemming approach did 

not have a huge effect on the performance. Finally, in both 

experiments (tf, stop words, stemming) and (tf, stop words, No-

stemming) the value of precision, recall and f-measure were 

almost the same with (0.18, 0.15, 0.14) respectively. 

 The accuracy of the system is computed through applying 

precision, recall and f-measure. As well known, the closer of 

these metrics to one indicates the higher accuracy, in case the 

objective is to improve the accuracy of the system.  

 However, in this paper the main objective is to determine 

the mentioned features that might affect the performance of the 

system. These features were examined under eight 

experimental conditions, in each experiment only the top ten 

related results to a query were considered. Therefore, the values 

of the precision, recall, f-measure were shown in figure (3) 

close to 0.3. The values of these metrics will be close to one if 

all the results to a query are taken (not only the top ten), and the 

reason for taking only the top ten results was to make the system 

work fast and to avoid more calculations, particularly the 

system work under eight experiments. 

 Moreover, the difference among the outputs of the 

experiments are the same in either cases whether the top ten 

results to a query is taken or all.  

 Considering the limitations of the study, it is suggested that 

a bigger sample size can be used to test the performance of the 

system. In addition, this system can be applied to another 

language and compare the results to the current system.   

 

 
Fig. 3 Result of the Experiments 

 

CONCLUSION AND FUTURE WORK  

Information retrieval is one of the most important topics 

in the field of computational linguistics. Therefore huge 

numbers of researches have been conducted in order to 

improve the accuracy and performance of the system. 

Vector space model is one of the most popular algorithms 

for information retrieval that have been used by many 

researchers. The aim of this paper was to examine the 

performance of Vector space model under different 

conditions. The result showed that using a stop-list 

collection and stemming raise the performance of the 

information retrieval system. In addition, using the idf 

approach raises the performance of the information 

retrieval system compared to the tf approach.  The result 
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of this paper can be further optimized in the future by 

taking 2- gram (bigram) of the input data set to be 

represented in one vector to compare the result with the 

current work. In addition, using a different data set (huge 

data set or different language) and comparing the result 

with the output of this article.  
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