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Abstract

This work is based on the process of modifying an
intelligent heuristic rule used in solving NP-Complete problems,
where a study and a modification of a Flow Shop assignment
heuristic has been carried out to solve a well-known classic
Artificial Intelligent problem, which is the traveling Salesman
problem. For this modification to be carried out successfully, the
problem’s mathematical formulation had to be studied carefully
and the possibility of reformulating the problem to be more
suitable for the

heuristic procedure. This may require some changes in the
heuristic procedure itself, these adjustments were due to the
noticeable differences like the symmetric property present in the
traveling salesman problem environment and some other
differences.

Genetic programming is added to improve the results

obtained by the used heuristic, where the use of crossover and
mutation procedures will provide better chances for the near
optimal solution to be improved towards optimal solutions.
The test problem is made on cities that lie on the regular square
grid, which smplify the calculations of distance traveled
between any two cities. Programs were written using C
programming language, and timers were used to measure the
elapsed time of calculationsin order to assess the efficiency of
the.
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1- Introduction:

The NP-Complete class of problem types covers a wide
range of assignment, scheduling, transportation and other types
of problems. A problem is said to be NP-Complete if and only if
it is NP-Hard and it isin NP [6]. This class of problems is very
hard to solve because it requires a non-polynomial number of
solution steps and their search space increase exponentially asthe
problem becomes larger, leading at some point to what is known
as combinatorial explosion.

Due to the importance of this class of problems many
heuristics have been proposed to give good satisfying solutionsin
a reasonable time. Heuristic search methods are most often based
on maximizing or minimizing some aspect of the problem. In
many instances, their use may reduce the problem space
sufficiently so that an analytical or smulation procedure may be
applied, sometimes, the heuristics themselves may be sufficient
to produce an acceptable feasible solution.

A very well known problem of this class is the traveling
salesman problem (TSP), the American mathematician Hassler
Whitney posed the TSP in 1934. Whether it has yet been solved
depends on exactly what one means by solve. The problem may
be stated as follows:

A commercia traveler has n customers, all in different
towns; he wishes to visit them all in turn, starting and ending his
journey at the same starting town and not passing through an
intermediate town twice. Knowing the distance between every
pair of towns, in what order should he make the visits so as to
travel the least possible total distance?

For some reasons this problem has become a classic NP-
Complete problem[6]. Almost every applied mathematician
interested in operations research has tried his hand at solving it.
A large number of algorithms has been developed and there is a
remarkable number of very ingenious trandations of this problem
into other problems that may be easier to solve.
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The TSP has been studied within the framework of linear
programming, but the method is somewhat cumbersome in
application and requires a great deal of execution time.
Enumeration of all routes n is a discouraging process for a
problem of any size, since there are (n-1!) possible routes.
Doubling the size of the problem from 5 to 10 cities multiplies
the number of routes by about 15,000.

All this led to the development of continuously improving
optimal solution methods. Certain algorithms employing branch
and bound techniques have been tried and appeared to be
efficient for some problems; beginning generally with complete
paths, keeping track of the shortest path found so far, give up
exploring any path as soon as its partial length becomes greater
than the shortest path found so far. Using this technique, the
shortest path is sill guaranteed to be found. Although this
algorithm is more efficient than a complete search through the
tree, the computational time involved is still unpredictable and
increases very rapidly with N, this is due to the fact that it
requires exponential time, and for this reason it is inadequate for
solving large problems.

Many algorithms have been proposed recently to solve this
problem in an attempt to find more optima solutions in
reasonable time limits (Padberg and Rinadi [10] and Grtschel
and Holland [5]), procedures capable of handling small problems
as well as some efficient heurigtics. (Gendreau, Hertz and
Laporte [4], Zweig [12] and Renaud, Boctor and Laporte [11]) to
handle larger problems.

2- Heurigtic Solution M ethods:

Heuristic problem solving is not a solution in the sense that
the smplics method of linear programming is, but rather it is a
philosophy of seeking out a method or methods that might
produce a solution to a particular problem. Heurigtics are used as
techniques for improving the efficiency of a search process,
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possibly by sacrificing claims of completeness, meaning
that the optimality of the solution is not always guaranteed.

The word heurigtic is often used not just to describe cases
where a solution might not be found, but also to describe cases
where we want to find the best solution (according to some way
of measuring bestness). A heuristic might help to find solutions
which are good, but perhaps not the very best that can be.[2]

In general, heuristics are information about the likelihood
that a specific node is a better choice to try next rather than
another; they are simply rules that qualify the possibility that a
search is proceeding in the correct direction. They ssimplify the
environment of the decison-maker by permitting him to make
decisions quickly without considering the number of ways that
each decision can be made. They limit the search by reducing the
number of alternatives to a manageable size.

Whereas analytical procedures are based on deductive
reasoning supported by mathematical proofs and known
properties, heuristic methods are based on inductive inferences
related to human characteristics of problem solving, such as
creativity, ingght, intuition, and learning. A particular heuristic is
followed because it promises, intuitively or from experience, to
help in the search for an acceptable solution, and in the process a
better rule is discovered, then the old one is discarded. So while
heuristic problem solving involves the use of currently accepted
rules, it also involves a search for even better rules to replace
them.

Using the heuristic search procedure based on rules from
accumulated experience is more efficient than the analytica
procedure in a magjority of cases. This is so because the heuristic
method uses all information available at each stage of the search
in order to formulate a future strategy. The information to be
sought on each successive trail is determined by the information
previously obtained; this enables a convergent search for the
solution. On the other hand, the analytical method hasrigid data
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requirements, as is the case with most standard operations
research techniques.
Desirable characteristics of heuristics:

Execution in a reasonable computational time.

Solutions that are close to optimality on the average.

Small probability of any solution being far below

optimality.

Simplicity of both design and computational results.

Heuristic methods rely on intuitive or empirical rules that

have the potential to determine an improved solution relative to
the current one. Actualy, heuristics are search procedures that
intelligently move from one solution point to another with the
objective of improving the value of the model objective. When
no further improvements can be achieved, the best-attained
solution is the approximate solution to the model.

3- The Modified Heuristic Solution:-

Scheduling in a flow shop requires determining the
sequence in which available jobs will be processed. The flow
shop problem (FSP) is to assign integer values to variables x;j,
where x; is the starting time of job i on machinej, j =1, ..., n.
Given the time t;; that it takes to complete the work of job i on
machine j, the problem is to schedule the jobs on each machine
so that the total time for the completion of all the jobs is
minimum. Because (Xin + tin) IS the time at which job i is
completed on machine n, the maximum of these numbers is the
time at which the latest job is completed. It is that time which is
to be minimized. The criterion is:

Minimize f (x)= max (tin + Xin)

The straightforward approach of the enumeration methods
works well for very small problems but it rapidly grows beyond
the bounds of practicality for even today's high-speed computers
as the number of jobs increases. Complete enumeration of a
problem involving only twenty-five jobs requires calculating the
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objective function value for 10% different sequences. Since there
have been less than (3.2 x 10™) year since the creation of the
universe, it is clear that even a very powerful computer would not
be of much help if someone wishes to solve a (25 x 25)
assignment problem by exhaustive enumeration methods. As a
result, heuristic methods have been developed in order to reduce
the number of sequences to be consdered, and determine a good
(near optimum), but not necessarily optimal solutions.

Nawaz, Enscore, and Ham [8] proposed a new heuristic
approach called (NEH). Working with the sum of the processing
times for each job, they first select the two jobs with the greatest
total processing times. The two jobs are ordered in a partial
sequence that gives the best Processing time for the partia
sequence. The relative positions of the two jobs with respect to
each other are fixed for the remaining steps of the procedure. The
unscheduled job with the highest total processing time istried in
every possible postion in the existing partial sequence, creating a
new partial sequence with minimum Processing time (Figure 1).
This process is repeated until all jobs are assigned to sequence
positions [8].

While in the case of the traveling salesman problem, the
problem is subjected as a matrix of cj’s in which each c;
represents the distance from city i to city j. The salesman must
start from the first city, visit each of the other cities once, return
to the first city, and he is to minimize the distance of histour. So
far the problem looks exactly like an assignment problem,; there
are, however, some subtle differences.

First, in the assgnment problem, job i could be assigned to
worker i, while it makes no sense for the salesman to go from
city i to city i. The second distinction is that in an assignment
problem there is nothing to prevent us from assigning the first
worker to the second job and the second worker to the first job;
but if the salesman goes from the first city to the second city, and
then return from the second city to the first, he never gets to the
third city. Furthermore, if he goes from the first city to the
second and from that to the third, he may not return to the first
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city because then he never gets to the fourth city. Thus, cyclic
solutions are not permitted. This prohibition on cyclic solution is
easy to verbalize but hard to formalize mathematically.

T sart >

A\ 4
Input N ”*M problem
variable matrix P

!

Clear SUM array and sum the
elementsfor each row

JV

Sort Sum in a descending order
Put associated row number in array TEMP

A4
Determine best partial sequence for first
two TEMP elements (largest values of

A4
Take next entry from ordered SUM and insert it
into each possible position in the partial

A4
Retain partial sequence Swith the least
objective function F

!

No

Elements of
Q=N ?

Output optimal
_sequence Swith

Figure-1 TheNEH Heuristic Procedure
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The Traveling Salesman Problem is Probably the best-
known problem in combinatorial optimization. Mathematically,
the problem may be stated in the following two equivalent ways:

1- Given a cost matrix D = (dj;), where d;; = cost of going

from city i to city j, (i, j = 1, 2, ..., n), determine X;;
which minimizes the quantity:
[o]
Q=a, ;diX; 1)
Subject to
Xjj=0 fori= (2
« = 11 If the salesman travels from city i to city |
i ~10 Otherwise (3)
[] _9° _
ax=ax =1 @
and for any subset S ={iy, iz, ....., i} of the integers from 1
through n,

Xigji2 ¥ Xigig * .. ¥ Xir-pir ¥ Xiru< 1 forr<n (%)
|
: : 1En forr=n
2- Given a cogt matrix D as above, find a permutation P, such
that
P = (iy, i, I3, ..., In ) Of integers from 1 through n that
minimizes the quantity

digio+ digjz + ... + dinj1 (6)
Or simply n-1
Minimize D(d,,d;) + a D(dy,dy+q) (7)

In dealing with problemskslmilar to a large traveling
salesman problem, where areally efficient algorithm for the best
solution is unavailable, is in general time consuming, if not
entirely hopeless, to work on refinement techniques to obtain the
best solution. Rather, the approach should be to develop a
technique by which good locally optimal solutions can be
obtained very fast, and with reasonable probability that among
the locally optimal solutions, the best may indeed be found, (in
actual applications, the best of a set of good locally optima

125



Raf. J. Of Comp. Sc. And Math’s.,Vol. .1, N0.1.2004

solutions, even though it may not be the best, will be close
enough to the best solution as to offer a satisfactory answer for
most problems.)

Considering the second way of formulating the problem
(Egs. 6, 7), the nature of the problem looks similar to the FSP
discussed above, the application of the FSP heuristics to this
problem may produce good solutions, taking into account the
reformation of the cost to suit the TSP congraints. Figure-2
shows the computation of the cost function for sequence s of size
in.

As the problem grows larger, the distance matrix
increasingly expands. For testing heuristic performance and to
avoid the large storage in the computer’s limited memory, it is
thought that a function for generating these distances should be
defined. The test problem is made on cities that lie on the regular
square grid which simplify the calculations of distance traveled
between any two cities.[7]

vold cost(in,s,tine)
|nt 8[100] float sum
For(J—O j<in-1,j++)

1=(s[] 1)/10 _ ividing by 10 is
giégﬁég% EaL?a fié%@ o
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4- Genetic Algorithm
4-1- GA Methodology:-

GA are probabilistic search techniques, the probabilistic
search procedure in GA, combined with reproduction and
recombination, mimic the process of evolution. The fundamental
principles of geneticslead to the development of GA [9]. In order
to apply GA to a problem, generally the solution space of the
problem is represented by a population of structures where each
structure is a possble solution to the problem. Then a certain
number of structures are chosen to form the initial generation.
Applying smple genetic operators to the parent structures
selected from the existing generation generates the structures of
the next generation.

According to the idea that "good parents produce better
offspring”, a structure with higher fitness value in the current
generation will have higher probability of being selected as a
parent (similar to the concept of survival). When this process is
repeated, a continuous improvement in the structures
performance from one generation to the next can be observed [3].
In most of the applications of GA, the results provided an insight
to the robustness of GA in terms of its applicability and quality
of the solutions. Figure-3 shows a brief outline of the Genetic
Application Approach [3], where:

S(t) isthe population in the ¢ generation;

s(t) isthe i™ member in S(t);

f (s(t)) isthefitness value of s(t),

and TOTFIT(t) isthe sum of f (s(t)) for al s(t) in (t).

Step 1 Generate the initial population, S(t), where t = O.
Determine the size of the population, POPSIZE, and the
number of generations, GENER.

Step 2 Calculate the fitness value of each member, f (s(t)), for
population, S(t).

Step 3 Calculate the selection probability for each s(t), where
the selection probability is defined as P(s(t)) = f (s(t)) /
TOTFIT.
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Step 4 Select a pair of members (parents) that will be used for
reproduction via the selection probability.

Step 5 Apply genetic operators (Crossover, Mutation, Inversion)
to the parents. Replace the parents with the resulting
offspring to form a new population, S(t+1), for generation
t+1. If the size of the new population is equa to the
POPSIZE, then go to step 6, else go to step 4.

Step 6 If current generation, t+1, is equal to GENER, then stop,
else go to step 2.

Figure-3 The Genetic Algorithm Approach

According to the outline of the GA approach, an application
of GA should consider the following elements:-
Representation of Structure,
Initial Population,
Population SIZE,
Selection Probability,
Genetic Operation, and Termination.

Each of the above elements affects the performance of GA
and it is necessary to effectively estimate these fundamental
elements.

The GA Application procedure can be divided into two parts:-
1- Implementation of GA to the problem, and
2- Optimization of control parameters of GA.

The first part is mainly concerned with the determination of
the representation of dsructure, the generation of initial
population, the approach for determining the selection
probability, the genetic operators, and the termination criteria.
The second part is concerned with the optimization of the control
parameters of GA that will affect the performance of the
implementation of GA. The control parameters usually include
the population size, the rates of genetic operators, the generation

gap, etc.
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The fitness value is calculated as follows: -

1- Caculate the total flow time for each member in the

population.

2- Find Fmax, which is the maximum tota flow time in the

population.

3- Calculate the fitness value of each member, which is equal to
the difference between the Fmax and the total flow time of
each member.

4-2- GA Basics:

The most common type of genetic algorithm works like this:
a population is created with a group of individuals created
randomly. The individuals in the population are then evaluated.
The evaluation function is provided by the programmer and gives
the individuals a score based on how well they perform at the
given task. Two individuals are then selected based on their
fitness, the higher the fitness, and the higher the chance of being
selected. These individuals then "reproduce’ to create one or
more offspring, after which the offspring are mutated randomly.
This continues until a suitable solution has been found or a
certain number of generations have passed, depending on the
needs of the programmer.[1]

@ Selection

While there are many different types of selection, the
most common type is the roulette wheel selection. In roulette
wheel selection, individuals are given a probability of being
selected that is directly proportionate to their fitness. Two
individuals are then chosen randomly based on these
probabilities and produce offspring. Pseudo-code for a
roulette wheel selection algorithm is given in Figure-4.
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for all menbers of popul ation
sum += fitness of this
I ndi vi dual
end for
for all menbers of popul ation
probability = sum of
probabilities + (fitness / sum
sum of probabilities +=
probability
end for
| oop until new population is ful
do this tw ce
nunmber = Random between 0O
and 1
for all nmenbers of
popul ation
I f nunber > probability
but | ess than next probability
t hen you have been

sel ected
end for
end
create offspring
end | oop

Figure-4 Pseudo-code for a roulette wheel selection algorithm

@ Crossover

After selecting the individuals, the most common way to
produce offspring with them is crossover, and while there are
many different kinds of crossover, the most common type is
single point crossover. In single point crossover, a locus is
chosen at which the remaining alleles can be swapped from one
parent to the other. Children take one section of the chromosome
from each parent. The point at which the chromosome is broken
depends on the randomly selected crossover point. This particular
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method is caled single point crossover because only one
crossover point exists. Sometimes only child 1 or child 2 is
created, but oftentimes both offspring are created and put into the
new population. Crossover does not aways occur, sometimes
based on a set probability, no crossover occurs and the parents
are copied directly to the new population. The probability of
crossover occurring isusualy 60% to 70%.

Jarent 1 1011010 | 010100110 | Child1 | 1011010
Jarent 2 0011010 Child 2 | 0011010 | 010100110

@ Mutation

After selection and crossover, a new population full of
individuals is obtained. Some are directly copied, and others
are produced by crossover. In order to ensure that the
individuals are not all exactly the same, a small chance of
mutation is allowed. all the alleles of al the individuals are
looped through, and if that allele is selected for mutation, it
can either be changed by a small amount or replaced with a
new value. The probability of mutation is usually between 1
and 2 tenths of a percent. Mutation isfairly smple, achangeis
done to the selected alleles based on what is felt necessary and
so on. Mutation is, however, vital to ensuring genetic diversity
within the population.

Before
110110f1001101110
After
1101108001101110

5- Testsand Results:

Tests involving the application of the heuristics mentioned
above resulted in the NEH heuristic proving to be very efficient
and accurate up to a 100-city problem, of course, here too the
time involved in such process is somehow excessive, but when
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compared to other solution methods' results, this heuristic has
established very good results specially when combined with the
genetic operator schemes.

This heuristic (NEH) starts by constructing an initial route
tour for two cities specially selected. The distances from each
city to all other cities is summed and stored, then they are
reordered in an ascending order, the first two largest sums
represent the first partial sequence for the heuristic. It then adds
the remaining cities one at a time to form a sequence of partial
routes, the last one having N citiesinit.

The foregoing heuristic approach focuses on solving a
complex stuation where the salesman's itinerary includes many
cities and aternatives. As each city is added, the computer
evaluates all the alternative ways it can be incorporated into the
current network. The computer program calculates the effect of
inserting the salesman call between each pair of cities that are
vidted in sequence at the previous stage of analysis. It chooses
the most desirable point in the salesman's rout at which to make
the call.

As already mentioned, test problems are made on cities that
lie on the regular square grid to simplify the calculations of
distance traveled between any two cities [7]. For a 100-city
problem, NEH heuristic, in about 4.66 second on a Pentium 1|
computer (900 MHz), gave the near optimal solution of 107
units, when improved with genetic improvement procedures, the
solution improved to 104 units in about 0.5 second (Figure-5).

The comparison is made with reference to the theoretical
exact solution of 101 unit.
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€) (b)

Figure-5 Solutionsto a 100-city problem
a- NEH Heuristic solution of 107 unit cost
b- Improved Genetic solution of 104 unit cost

6- Concluson:

As a concluding remark, it can be seen that a heuristic
procedure specific to a problem formulation can be atered
somehow to be applicable to solve a different problem and that is
only where the problem formulation can be reintroduced to suit
the heuristic application. The heuristic procedure itself also hasto
be modified to account for the difference in some of the
characteristics found in the environment of the problem. In this
way, a wide range of powerful heuristics can be reused to solve
other NP-Complete problems.

The genetic application has also proved to be playing a vital
role in improving aready obtained solutions towards more
optimal solutions in reasonable time limits.
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