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Abstract: Gradually, since the number of linked 
computer systems that use networks linked to the 
Internet is raised the information that is delivered 
through those systems becomes more vulnerable to 
cyber threats. This article presents proposed algorithms 
based on Machine Learning (ML) that ensure early 
detection of cyber threats that cause network breaking 
through the use of the Correlation Ranking Filter feature 
selection method. These proposed algorithms were 
applied to the Multi-Step Cyber-Attack Dataset (MSCAD) 
which consists of 66 features. The proposed strategy will 
apply machine learning algorithms like Adaptive 
Boosting-Deep Learning (AdaBoost-Deep Learning) or 
(ABDL), Multi-Layer Perceptron (MLP), Bayesian 
Networks Model (BNM), and Random Forest (RF), the 
feature would be decreased to high valuable of 46 
features were included with a threshold of 0.1 or higher. 
The accuracy would be increased when the no. of 
features decreased to 46 with a threshold of ≥ 0.1 with 
the ABDL algorithm producing an accuracy of 99.7076%. 
The obtained results showed that the proposed 
algorithm delivered a suitable accuracy of 99.6791% with 
the ABDL algorithm even with a higher number of 
features. 

Keywords: Adaptive Boosting; Multi-Step Cyber-Attack 

Dataset; Cyber-Attacks; Internet Access; Mitigation  

 

 

 

 

1. Introduction  

In the realm of network security, Intrusion 

Detection Systems (IDSs) stand as pivotal 

components, divided into three key categories: 

misuse-based, anomaly-based, and 

specification-based. Misuse-based IDSs excel at 

recognizing familiar attack patterns by 

comparing them with stored references, yet they 

grapple with emerging threats[1]. On the other 

hand, the anomaly-based IDS model aims at 

exposing unexpected actions and this gives a 

chance to discover new types of attacks through 

evaluation of real activities occurring [2]. 

The other type is the specification-based IDS 

where rules or patterns of normal network 

behavior are set as an example. Any deviation 

from these defined notions is flagged, which 

means security issues are found as soon as 

possible. It implies that this mechanism can 

detect the new unknown patterns of attacks 

performing the proactive measure [3]. 
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The utilization of machine learning algorithms 

is a cardinal element of IDSs because the 

algorithms bring more capabilities to machine 

recognition. The main aim here is to improve 

the system’s ability in the process of detecting 

and identifying different types of attacks. 

However, consider the fact that each algorithm 

has strengths and weaknesses in terms of 

specific attack types. 

The ID system depends also on both its learning 

model and the dataset it uses. In the past, 

datasets were the source of the problem of old 

and bogus data that led to concerns about 

privacy. 

 In response to these challenges, the researchers 

were introduced to the MSCAD, which 

encompasses two multi-step attack categories. 

 Additionally, the dataset also trained the IDS 

with high performance, they were considered 

robust with a G-mean of 0.83 and fulfilled the 

twelve important factors for evaluation required 

of the dataset [4]. 

This article would enhance intrusion detection 

by applying machine learning techniques and a 

thorough feature selection process based on the 

up-to-date public dataset. 

Such an approach performs the identification 

much faster and speeds up the reaction time of 

the ID system. 

Features are selected from MSCAD using the 

Correlation Ranking Filter method, and the 

impact of feature selection on a variety of 

machine learning algorithms, including AB, 

MLP, BNM, and RF, is comprehensively 

evaluated. Additionally, this article conducts an 

extensive assessment of various machine 

learning classification algorithms within 

MSCAD to pinpoint the most suitable classifier 

and the optimal set of features. 

2. Literature Survey 

Generally, many researchers have made the best 

efforts to produce and train various algorithms 

depending upon machine learning methods 

within the field of intrusion detection and cyber 

security. 

 All previous research in this field focused on 

developing smart methods for detecting cyber 

threats and trying to prevent them from 

affecting network systems connected to the 

Internet, in addition to preventing them and 

blocking their impact. A brief survey of 

previous research in this field is presented 

below: 

Muna A., et al, in 2018 [5], presented a deep 

learning method involved in analyzing network 

packet delivery, which is created from TCP/IP 

protocols data units. The training was done by 

an encoder and a full-feed forwarded neural 

network scheme, with testing carried out on 

realized networked datasets like NS-KDD. The 

results of the analysis created an improvement 

and accuracy in detecting threats. 

Khan, F. A., et al, in 2019 [6], utilized the 

ability of an integrated autoencoder of features 

extraction, which made good classifiers. They 

used the maximum capabilities of softmax to 

improve the procedure of classification, they 

also produced a suitable accuracy in the dataset 

NS - KDD. 

Zhong Y., et al, in 2020 [7], improved an 

attacker detection system using a hybrid deep 

learning method. They used a statistical method 

to search for network characteristics, tested a 

special encoder to realize a network threat, and 

further improved the accuracy. Their high-

efficiency detection algorithm gives a good 

performance. detection algorithm gives a good 

performance.  
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Mohammad R., et al,2021 [8], introduced a 

good feature selection method which is called 

highest wins, for establishing accurate IDS. The 

highest wins are tested on large scaling datasets 

and established methods like chi-square and 

information gain in terms of performance and 

feature reduction. It is also applied to the NS-

KDD dataset with more convenient results and 

reduced the time of building the model. 

It is noted that most researchers have concluded 

and reached a clear fact that most cyber threats 

and information intrusion occur in routers 

because they connect many networks and 

because they are always in the state of sending 

many information packets and their routing 

tables include all the IP addresses of 

neighboring and distant networks, which is 

more vulnerable to attack, in addition to threats 

that could infect servers. 

Venkatesan S., 2023 [9], introduced many 

methods based on using machine learning to 

carry out a reliable intrusion detection system. 

most of the research works including SVM, 

Random Forests, and Decision Trees, to 

enhance the attack detection accuracy using 

selected features from the NSL-KDD dataset. 

It can be shown from Table 1, that most of the 

researchers applied outdated datasets. In 

contrast, this article employs the latest cyber-

attack dataset, essential in the face of evolving 

cyber threats. By using current data, the goal of 

this research is to enhance the intrusion 

detection methods based on intelligent 

algorithms to protect the linked networks with 

their hosts against dynamic cyber security 

challenges. 

 

Table 1.  Summary of Intrusion Detection Studies 
Authors Methodology Datasets Used Key Findings 

Muna AL 

Hawawreh 

(2018) [5] 

Deep learning with 

autoencoder and feed-

forward neural network 

An NS-KDD, 
and  

UNSWNB15. 

Improved accuracy, minimal false 

alarms 

Farrukh A. 

Khan (2019) 

[6] 

Deep Stacked auto encoder 

for feature extraction. 

An UNSW-

NB15, and 

NS-KDD, 

Significant improvement in 

classifications, notable accuracy 

rates 

Zhong Y., et 

al. (2020) [7] 

Damping Incremental 

Statistic algorithms, 

autoencoder, weighted 

LSTM 

MAWILab 

dataset 

Good performance compared to 

state-of-the-art methods 

Mohammad 

R., et al. 

(2021) [8] 

'Highest Wins' (HW), chi-

square, and information 

gain feature selection 

method 

NS-KDD Outperformed chi-square and 

information gain, promising results 

in accuracy and reduced model-

building time 

Venkatesan S., 

(2023) [9] 

Various machine learning 

algorithms (SVM, Random 

Forests, Decision Trees) 

NS-KDD Evaluating machine learning 

algorithms for improved attack 

detection accuracy 
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3. Methodology 

The proposed method would include many 

procedural stages like data preparation, feature 

selection, classifications, and performance 

evaluation, setting up an overall strategy to 

heading the research problem, Fig. 1 illustrates 

the procedural steps of the proposed research. 

3.1 Preparation of Dataset 

Within the period of this work, the Multi-Step 

Cyber-Attack Dataset was between the best and 

latest datasets in the field of (IDS) [4]. The 

MSCAD contains 128,799 samples and 

comprises 66 features that contain six groups of 

cyber-attacks, as shown in Fig.2. 

 

Figure 1. Proposed Method 

 

Figure 2. MSCAD Count 

The stage of preparation of the dataset involved 

a meticulous process to adapt the MSCAD for 

analysis within the Weka program. It began with 

overall data cleaning to classify the missing and 

incompatible values. Data transformations were 

applied to make the dataset compatible with the 

Weka program. Feature selection simplified the 

dataset, and it was split into a 70% training set 

and a 30% testing set. The dataset obtained after 

the preparation process was saved in (arff) 

format and loaded to the Weka program for 

analysis. This procedure made the MSCAD 

dataset more suitable for machine learning 

analysis in the Weka program. 
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3.2. Features Selection Stage 

In the stage of feature selection, MSCAD used 

the Correlation Ranking Filter technique for the 

feature selection process, this method assigned a 

rank to each feature according to its weight [10]. 

As an initial phase, the no. of selected features 

would be 46, increasing the threshold rank to 

0.1 or higher. Later on, the selected features 

were reduced to cover 31 features, requiring a 

threshold rank of 0.2 or higher. 

3.3 Classifiers Used  

The up-to-date dataset of MSCAD was used in 

this article to evaluate the performance of the 

four algorithms of machine learning classifiers, 

these classifiers were chosen because of their 

beneficial characteristics and ability to identify 

particular kinds of cyber attacks [11]. 

Adaptive Boosting Deep Learning (ABDL), is 

an iterative layered intelligence technique that 

divides the information into subsets based on 

features to arrive at conclusions, this iterative 

intelligence makes it a more accurate method as 

compared with the other methods [12]. 

Multi-Layer Perceptron (MLP), MLP is a sort of 

artificial neural network that makes a good 

decision at handling intricate patterns. It is made 

up of numerous layers of linked nodes or 

neurons [13]. 

Bayesian Networks Model (BNM), the Bayesian 

method depends on the foundation of the 

probabilistic algorithm known as Bayesian 

Networks [14]. 

Random Forest, is a learning technique that 

combines different output decisions to achieve a 

good convenient accuracy and fitting. It has the 

ability of used with large-scaling datasets [15] 

[17]. 

All the mentioned classifiers would be tested to 

choose the suitable one for the intrusion 

detection system [18]. 

3.4 Evaluation Matrix 

This article applied a lot of assessments for the 

metrics according to the confusion matrix 

shown in Table 2. It applied equations 1 to 4 to 

make all calculated metrics [6]. It is important 

to give a short definition for each metric as 

stated below. 

Accuracy: This represents the proportion of the 

corrected sample occurrence among all samples 

as shown in equation (1).   

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                      (1) 

Precision: This represents the correct 

computation of proportional estimated positive 

samples to all positive expected instances as 

shown in equation (2).                                                                                       

𝑃𝑟 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                    (2) 

Sensitivity: It is also known as a (Recall), it 

calculates the capability of the method to 

differentiate all relevant instances from the real 

positive samples as shown in equation (3).                                   

    𝑆𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                     (3)                                                                                                                                                          

F-measure: Represents the integration of 

Sensitivity (Recall) and Precision into one item 

as shown in equation (4). 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑠𝑒×𝑝𝑟

𝑠𝑒+𝑝𝑟
                            (4) 

    Table 2   Confusion Matrix       

      Predicted class  

Actual class 
TP FN 

FP TN 
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• TP (True Positive): Represents the no. of 

samples that are correctly estimated as 

positive. 

• FN (False Negative): Represents the no. 

of samples that are incorrectly estimated 

as negative. 

• FP (False Positive): Represents the no. 

of samples that are incorrectly estimated 

as positive. 

• TN (True Negative): Represents the no. 

of samples that are correctly estimated as 

negative. [19-23] 

 

 

 

4. Results and Analysis 

After choosing the most important features that 

were found in the Multi-Step Cyber-Attack 

Dataset using the Correlation Ranking Filter, the 

aim was to make the system more accurate at 

detecting cyber threats. The results were divided 

mainly into two parts based on feature selection 

thresholds of ranking ≥ 0.1, and ranking ≥ 0.2 to 

show the effect on the performance of the 

classifiers. 

4.1 Features with Ranking ≥ 0.1 

Started by the consideration of features with a 

ranking of ≥ 0.1, as shown in Fig. 3, which 

contained a large scale of characteristics. Then 

these features were tested using the four 

machine-learning classifiers. The performance 

evaluation of the systems expanded all standard 

classification metrics like True Positive, False 

Positive, Precisions, Recalls, F1-Score, and 

ROC area as shown in Figs 4,5,6, and 7. 

 

 

Figure 3. Features with Rank ≥ 0.1 

 

 

Figure 4.  ABDL Performance Metrics (Rank ≥ 0.1) 
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Figure 5.  MLP Performance Metrics (Rank ≥ 0.1) 

 

 

Figure 6.   BNM Performance Metrics (Rank ≥ 0.1) 

 

Figure 7.  RF Performance Metrics (Rank ≥ 0.1) 

4.1 Features with Rank ≥ 0.2 

This section focuses on the selected features that 

had a valuable impact with a threshold rank of 

greater equal to 0.2 as shown in Fig.8. These 

can be considered as important attributes that 

the system required to mark a cyber-attack.  
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Figure 8.   Features with Rank ≥ 0.2 

 
Figure 9.    ABDL Performance Metrics (Rank ≥ 0.2) 

 
Figure 10.    MLP Performance Metrics (Rank ≥ 0.2) 
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Figure 11.    BNM Performance Metrics (Rank ≥ 0.2) 

 

Figure 12.    RF Performance Metrics (Rank ≥ 0.2) 

 

The weighted average performance metrics of 

machine learning algorithms can be shown in 

Fig. 13 and Fig. 14. Fig 13 illustrates the results 

of the chosen features with a threshold rank 

greater or equal to (0.1),  

 

 

while Fig.14 shows the results of features based 

on a threshold rank of greater or equal to (0.2). 

These obtained results provide a good 

visualization of the overall performance of 

proposed feature selection methods. 

 

Figure 13.    Weighted average performance metrics of machine learning models (Rank ≥ 0.1) 
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Figure 14.    Weighted average performance metrics of machine learning models (Rank ≥ 0.2) 

 

This article implemented different methods to 

identify cyber threats. Four algorithms were 

applied, ABDL, RF, MLP, and BNM. The 

comparison focused on their performance using 

two types of rules, one with features threshold 

above 0.1 and another with features threshold 

above 0.2. The selected rules remarkably 

affected how well the methods performed and 

how they quickly processed data. ABDL and RF 

still obtained a high accuracy even when using 

less strict rules for choosing features. However, 

MLP did not perform as well when the rules 

were less strict. BNM permanently performed 

well, regardless of the rules applied. Choosing 

the most accurate method depends on specific 

needs due to the trade-off between speed and 

accuracy. In this article, ABDL with strict rules 

(rank above 0.2) came out as the best choice 

according to its balanced performance in terms 

of time and accuracy. 

In summary, this article highlights the 

significance of choosing algorithms and features 

depending on specific rules. ABDL method 

especially for strict rules (rank above 0.2) 

appears to be a good choice for identifying 

attacks with a good balance between time and 

accuracy as shown in Table 3. 

 

 

Table 3. Accuracy and Time Comparison for Four 

Classifiers at Different Feature Rank Thresholds 
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Table 4 gives a summary of large-scale research 

works, the use of Feature Selection algorithms 

applied classification algorithms, the use of 

datasets, and the suitable accuracy obtained in 

each work. The proposed algorithm conforms to 

its impact as it produced high accuracy when 

applied to the dataset MSCAD, this result shows 

the activity of the correlation ranking filter and 

the classification methods used in the research. 
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5. Conclusions 

This research illustrates the importance of 

feature selection and its significant impact on 

the effectiveness of systems used to identify 

cyber threats when they attack conventional 

networked systems. It is clear that by 

implementing the correlation ranking filter 

method an improvement in the accuracy of the 

classifiers would occur especially with the 

ADBL algorithm which produced more accurate 

results when compared with the other 

algorithms. The findings confirm a relation 

between the precision of identification and the 

computational resources needed. The choice of 

feature selection criteria plays an important role 

in achieving accurate and fast detection of 

attacks. ABDL with Rank ≥ 0.2 appeared as an 

excellent choice providing a convenient 

compromise between accuracy and system 

performance. In the future, there will be chances 

to improve feature selection techniques, 

examine advanced algorithms, and carry out in-

depth research with a variety of the latest 

datasets. In the future research can take into 

consideration real-time applications that adjust 

the system against new cyber threats and 

maximize computational efficiency without 

losing accuracy. Additionally, exploring the 

integration of artificial intelligence and machine 

learning methodologies for adaptive feature 

selection may enhance the flexibility of cyber 

threats detection and prevention systems even 

further. 

Conflict of interest 

The authors confirm that there is no conflict in 

publishing this article. 

Author Contribution Statement 

Mahmood Zaki Abdullah proposed the idea and 

algorithms of the research. Ali Khalid Jasim, 

Fadia Noori Hummadi, and Mohammed Majid 

M. Al Khalidy participated in implementing 

calculations and algorithms.  

Table 4.  Summary of Feature Selection and Classification Performance in Research Studies 

Ref. Algorithm of 

Selection Feature 

Algorithms of 

Classification 

 

Dataset Analyses Measurements 

Muna AL 

Hawawreh, in 

2018[5] 

Autoencoder Deep Neural 

Network 

An NS-KDD, 

and  

UNSWNB15. 

A good accuracy was obtained in 

NSL KDD at 98.6%, and 

UNSW-NB15, accuracy was 92.4% 

Farrukh A. 

Khan, in year 

2019 [6] 

Deep Stack 

Autoencoder 

 

Softmax An UNSW-

NB15, and 

NSLKDD, 

A good accuracy obtained in 

NSLKDD is 98.6%, and 

UNSWNB15, accuracy was 92.4% 

Ying Z., and their 

team, in 2020[7] 

Autoencoder HELAD MAWILab 

dataset 

Better accuracy 

Mohammad R. et 

al, 2021 [8] 

Highest Wins 

(HW), chi-square, 

and information 

gain. 

naive Bayes 

and decision 

tree 

NS-KDD 99.56% with decision tree 

Venkatesan S., 

2023 [9] 

Choose critical 

features that 

improve the 

accuracy 

SVM, Random 

Forests, and 

Decision Trees 

NS-KDD 99% using decision tree 

The proposed 

method 

Correlation 

Ranking Filter 

AB, MLP, 

BNM, and FR 

algorithms 

MSCAD 99.7076% using ABDT with  

Rank ≥ 0.2 
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