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ABSTRACT

Abstract - This investigation aims to explore previous research on the implementation of feature
selection in intrusion detection. Feature selection has demonstrated its ability to enhance or sustain
comparable classification accuracy levels for intrusion detection systems, while simultaneously
improving classification efficiency. The evaluation includes an assessment of filter-based, wrapper-
based, and hybrid feature selection techniques. Given that Big Data challenges can affect intrusion
detection, feature selection’s classification efficiency can aid in lowering computing requirements.
Older KDD intrusion detection datasets have received considerable attention in previous feature
selection research. Consequently, researchers need more high-quality datasets that are available to the
general public.

1. INTRODUCTION

A network intrusion detection system (NIDS) is a security tool that scans network traffic for indications of
malicious activity, unauthorized access, and other security risks. The operations of this product mainly include real-time
network traffic analysis and comparing it with a known database of attack signatures or patterns, upon which security
personnel is then notified by the NIDS for investigation and necessary steps to ensure that the threat is reduced. There are
several different ways of utilizing NIDS, one can be on site or cloud-based or managed service. Furthermore, in
achieving a fully integrated security posture [1][2], it can be combined with other security technologies. NIDS’ demand
has increased because of the emergence of new technologies such as cloud computing and the Internet of Things, which
have led to an increase in cybercrimes. Therefore, NIDS is remarkably in protecting network infrastructure and
preserving data integrity regardless of the size of a company [3].
In detecting and averting cyber-attacks, intrusion detection systems (IDS) are very critical. However, considerable
previous research related to this area has some drawbacks. One key problem is that there are very many false positives
and negatives causing them to produce unnecessary alarms or miss intrusions, which might paralyze their efficiency.
Nevertheless, few IDSs detect some attacks, leaving others undetected and vulnerable. In addition, the high rate of false
alarms leads to alert fatigue and reduced efficacy. Moreover, some IDS cannot handle large-scale networks or traffic with
high speed or even cope with new forms of attack or changes within a network environment. Finally, some IDS may lack
the ability to be integrated with other security tools; hence, they become less effective as part of a comprehensive security
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strategy. These limitations and drawbacks call for further research and development on IDS that enhance their accuracy,
coverage, scalability, adaptability, and integration capabilities with other security tools [4].

2. INTRUSION DETECTION SYSTEM

NIDSs are network-based IDSs that identify malicious network traffic. NIDS typically necessitate unrestricted network
access to examine all network traffic, including unicast traffic. NIDS are passive devices that observe and do not
intervene in the traffic they track; an example of a NIDS architecture is illustrated in Figure 1. In read-only mode, the
NIDS intercepts the firewall’s internal interface and transmits notifications to an NIDS management server through an
alternative network interface, which supports writing [5].

Fig. 1 Structure of an intrusion detection system [6]

3. FEATURE SELECTION TECHNIQUES

Selecting the most essential features from a dataset to be used in training models is called feature selection. This method
aims to improve model accuracy by removing redundant data, reducing input variables, and simplifying complex models.
With feature selection, the risk of overfitting is minimized, training time is shortened, and the accuracy of the model is
increased [7].
Using feature selection techniques that identify important aspects within network traffic data combined with NIDS can
produce a victorious network security strategy. Improved NIDS accuracy in identifying and responding to security threats
results from such amalgamation. This, in turn, can potentially ameliorate the system’s performance by minimizing false
positives. [8]
Selection of features can be performed in various ways, some of which are as follows:
1. Feature selection can be achieved through filter methods that assess the importance of each feature. These methods
employ statistical measures such as correlation or mutual information. The top-ranking features are picked without
consideration for their interactions with one another. Some illustrations include feature selection based on correlation or
mutual information [9][10].
2. Wrapper methods: These techniques evaluate the performance of a machine learning (ML) model using different
subsets of features. It trains the model on each subset and then measures its performance on a validation set. From this,
the best subset is obtained with regard to performance, for example, forward selection and backward elimination [11]
[12].
3. Embedded methods: These techniques integrate feature selection into the model training process. During training, the
model will choose those features that are most relevant to it, for example, Lasso regression and decision trees (DT) [13]
[14].
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4. Hybrid methods: These techniques combine multiple feature selection techniques to enhance their effectiveness, for
example, if a hybrid method takes advantage of a filter technique to prune a potential feature list before using a wrapper
method for selection [15] [16].
The choice of feature selection technique depends on factors such as dataset size, number of features, model complexity,
and target variable; thus, careful evaluation and comparison among various feature selection techniques should be made
to determine which one is most suitable for a particular problem.

4. DATASET

Publicly available datasets for NIDs are widely used for research and development purposes, some of which are as
follows:

1. KDD Cup 1999 Dataset: It is a big collection of network traffic records that have been labeled as normal or attack.
The types of attacks in it include DoS, Probe, U2R, and R2L [17] [18].

2. NSL-KDD Dataset: It is an improvement of the KDD Cup 1999 dataset, which covers issues such as redundancy and
imbalanced data distribution. Some examples of attacks featured here are DoS, Probe, U2R, and R2L [19].

3. UNSW-NB15 Dataset: This comprehensive dataset contains normal and attack traffic that is derived from a real
network environment. A total of nine categories encompasses this system: Denial of Service (DoS), Probe, User to
Root (U2R), Remote to Local (R2L), and shellcode [20] [21].

4. The CIC-IDS2017 dataset ranks among the important resources as far as cybersecurity is concerned. The Canadian
Institute for Cybersecurity was the source of the dataset that was used in this research. It avails network traffic data
containing normal and attack patterns. Various categories of attacks such as DoS, Network Probing, and Web-based
Attacks are discussed in this paper [22].

5. The CSE-CICIDS2018 dataset stands for the Canadian Institute for Cybersecurity–Cybersecurity Intrusion Detection
Standard Dataset 2018. It is a publicly accessible dataset established for testing and validating IDSs. The University
of New Brunswick’s Canadian Institute for Cybersecurity has developed a comprehensive framework with a wide
range of attack techniques [23] [24].

6. The CTU-13 Dataset contains network traffic data that were collected over several months by Czech Technical
University. The system includes different types of cyber-attacks such as DoS, Botnet, and Port Scanning [25].

7. These datasets not only play a role in training and evaluating ML models for network intrusion detection but also
enable comparisons between various algorithm and feature selection techniques. All datasets can be downloaded
from the Kaggle website: https://www.kaggle.com/datasets.

5. RELATED WORKS

The reviewed studies delve into various methodologies for improving IDSs. In [26], the XGBoost algorithm is
explored for feature selection, in conjunction with ANN, SVM, LR, DT, and Knn classifiers, using the UNSW-NB15
dataset for evaluation in binary and multiclass settings. The XGBoost-based attribute selection yields 19 optimal features,
and a literature review compares various classifiers’ performance. Notably, a reduced feature vector enhances detection
accuracy and reduces model complexity, resulting in improved binary classification accuracy for DT.
In [27], a novel feature selection algorithm based on pigeon-inspired optimizers (PIO) is proposed for IDSs, achieving
robustness, high detection rates, accuracy, and low false alarms. Compared with traditional methods, the PIO algorithm
exhibits faster convergence, utilizing cosine similarity-based discretization. Furthermore, a wrapper feature selection
algorithm outperforms other methods with regard to TPR, FPR, accuracy, and F-score.
In [28] and [29], different ML models are presented with various algorithms and feature selection methods for classifying
network traffic and detecting known and novel attacks. The ANN-based model with wrapper feature selection
demonstrates superior performance in network traffic classification, contributing to advancements in IDS research. This
study uses the NSL-KDD dataset to evaluate model efficiency.
In [30], the HFS-KODE hybrid approach combines CfsSubsetEval, genetic search, and a rule-based engine for feature
selection, along with an ensemble classifier utilizing K-means, One-Class SVM, DBSCAN, and Expectation-
Maximization. The HFS-KODE model outperforms individual classifiers and state-of-the-art feature selection methods,

https://creativecommons.org/licenses/by/4.0/
https://www.kaggle.com/datasets
https://doi.org/10.25195/ijci.v50i1.462


Iraqi Journal for Computers and Informatics
Information Technology and Communications University

Vol. 50, No. 1, 2024, pp. 46-53
DOI: https://doi.org/10.25195/ijci.v50i1.462
Print ISSN: 2313-190X, Online ISSN: 2520-4912

49

achieving impressive accuracy on CIC-IDS2017, NSL-KDD, and UNSW-NB15 datasets, while reducing false-alarm
rates and model building/testing time.
In [31], MIMCA is proposed as a feature selection technique based on diversification in Multicast Convolutional
Algorithm (MCA). MIMCA outperforms standard methods, optimizing the generation of classified rules and improving
IDS speed in network security through mutual information utilization.
In [32], an enhanced BPSO approach is introduced for discrete feature selection in NIDS, resulting in increased accuracy,
detection rate, and reduced false-alarm reports. The approach incorporates a fully connected dense deep neural network
for flow-based intrusion detection on the CSE-CIC-IDS2018 dataset, showcasing a high accuracy of 95% compared with
benchmark classifiers.
Moreover, [33] proposes a NIDS that combines Whale optimization algorithm (WOA) and genetic algorithms (GA) for
feature selection and KNN-based classification, leading to better results than previous methods. The WOA and GA
extract features relevant to class labels, enabling effective detection of misconduct nodes in wireless networks.
In addition, [34] introduces two feature selection and intrusion detection models (PSO-GWO-NB and PSO-GWO-ANN),
using PSO and GWO algorithms, and evaluates their performance with reduced feature sets. The intersection of (PSO and
GWO) features yields promising results with minimum feature sets, demonstrating their acceptability for intrusion
detection.
In [35], the LNNLS-KH algorithm is proposed for feature selection in network intrusion detection, using krill swarm
intelligence and nonlinear optimization. It is hard to believe that the algorithm outperforms all other methods with regard
to feature reduction and detection accuracy. This algorithm has been further compared [36] with a unique intrusion
detection approach that utilizes correlation-based feature selection and classifier subset evaluation techniques resulting in
fewer attributes and high precision while classifying attacks. The IBK algorithm performs better than MLP in intrusion
detection.
The ensemble-based automatic feature selection method for IDSs with large traffic features was designed in [37], which
optimizes feature subsets by using NSOM scores. Through this approach, the method has outperformed recent
approaches, and considering automatic feature selection, future research into lightweight classification models will be
carried out.
The ID-RDRL method takes cues from RFE (Feature Selection) and utilizes deep reinforcement learning [38]. The
objective of this model is to enhance IDS efficiency, improve deep reinforcement learning performance, quicken feature
selection, and enable dynamic feature selection, all while building a robust interaction between the classifier and
environment. This method has been further developed [39] to detect intrusion in complex network environments,
subsequently providing an improved IDS performance that features feature selection and deep reinforcement learning. To
enhance its effectiveness and efficiency, future studies will prioritize the enhancement of the relationship between the
classifier and its surroundings. In addition, [40] extraneous features within IDS datasets will be addressed by integrating
filter-based and wrapper-based methods into feature selection. Finally, the IG+FS+DT algorithm, which is an
Information Gain plus Chi-Square forward selection combination, shows better accuracy on NSL-KDD and CIC-
IDS2017 datasets, suggesting that simpler but more effective IDSs can be built. Table 1 displays the summary of data
used in this study.

Table I Summary of Techniques and Datasets

Reference Year Dataset Technique

26 2020 UNSW-NB15 kNN, LR, ANN,SVM and Decision Tree
(DT)

27 2020 NSL-KDD Pigeon Inspired Optimizer.

28 2020 NSL-KDD support Vector Machine (SVM) and
Artificial Neural Networks (ANN)

29 2020 CSE-CICIDS2018
correlation-based univariate, MI-based
univariate, and correlation based
forward search algorithms

30 2021 CIC-IDS2017, NSL-KDD, and
UNSW-NB15

ensemble classifier that used Class SVM,
K-means, DBSCAN, and Expectation-
Maximization

31 2021 NSL-KDD and UNSW-NB15 Meerkat Clan Algorithm
(MCA)
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6. ANALYSIS AND DISCUSSION

The results of our study indicate that the NSL-KDD datasets are prevalent in research pertaining to the
implementation of feature selection for intrusion detection, Among the 15 research samples analyzed in our study, seven
of the datasets belong to the Knowledge Discovery in Databases (NSL-KDD) category (Fig. 2 and Table 1).
The current research on feature selection and intrusion detection exhibits a limited scope as it predominantly concentrates
on a singular dataset. The utilization of outdated datasets, which are over two decades old, persists in contemporary
research, exacerbating the issue at hand. The aforementioned datasets have received remarkable criticism from numerous
researchers, implying the potential application of feature selection techniques on more recent datasets.

Fig. 2 Number of using the different datasets

Some of the major critiques for obsolete datasets in use in feature selection and intrusion detection research are as
follows:
1. Narrow scope: The conclusions made from just one set of data may not be completely representative of the range of
cyber-attacks that happen daily, thereby limiting their generalizability.
2. Outdated data: The current research datasets used are over two decades old, which could make them unable to
represent the latest developments in cyber threats and vulnerabilities.
3. Lack of diversity: Modern-day research datasets may fail to include a complete range of attack types, thereby making it
difficult for them to be used effectively in feature selection analysis.

32 2021 CSE-CIC-IDS2018
Binary Particle Swarm Optimization
(BPSO), correlation-based (CFS), and deep
learning

33 2021 KDDCUP1999
Whale optimization (WOA) and genetic
algorithms (GA)

34 2021 UNSW-NB15 PSO-GWO-NB

35 2021 NSL-KDD, CICIDS2017 Krill-swarm algorithm based on linear
nearest neighbor

36 2021 CIC IDS-2017 correlation-based feature selection CFS,
NB

37 2022 UNSW-NB15, CIC-IDS2017, and
CSE-CIC-IDS2018,

XGBoost, ET method, mutual information,
mRMR, and Pearson correlation coefficient

38 2022 CSE-CIC-IDS2018 deep reinforcement learning

39 2022 NSL-KDD

InfoGain, Chi-squared attribute evaluation
(CHI) with Ranker, Gain Ratio Feature
Evaluation with Ranker, and CFS with
Greedy Stepwise

40 2023 NSL-KDD,
CIC-IDS2017. Filter-based and wrapper-based methods
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4. Limitations in scalability: At present, datasets used for research may have some issues when it comes to dealing with
large networks or a high-speed traffic; hence, they cannot be used in practice.
5. Limited flexibility: With regard to accommodating

evolving network environments or new attack variations, the currently used datasets in the course of researching can
manifest their gradual inefficiency.
Furthermore, several data processing methodologies, including but not limited to data transformation, discretization, data
cleaning, and reduction, exhibit restricted applicability, potentially enhancing the effectiveness and precision of the
system and detection models.

7. CONCLUSIONS

The proliferation of Internet-connected devices has resulted in a flood of data transferred between them. Data
transmission between devices must be encrypted, making network security a key field of study in the modern networking
landscape. Thus, IDSs are commonly used alongside other forms of security such as firewalls and access controls.
Several different lines of inquiry have been provided to explore the IDS by employing various forms of ML, deep
learning, swarm, and evolutionary algorithms.
This survey covers the years 2020 through 2023, and it is representative of the research done in the subject of IDS. The
techniques that have included feature selection in their models for performance evaluation are the primary topic of this
research. Various IDS datasets are also discussed in the paper.
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