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Abstract:

One of the most important issues in information theory related to data in both
Database and Data Warehouse is the missing values (unknown, not available and
required). This represents a great challenge to the analysis process. Features or data
attributes (fields or columns in relational DB) in data repositories represent the core of
any analytical process in OLAP(On Line Analytical Processing)and OLTP(On Line
Transaction Processing). These attributes are required to be studied and processed. Many
papers were published to solve such problem in different goals and algorithms. However,
the aim of this research proposal is to improve the algorithms applied to these topics to
insure data consistency, correctness, completeness, and time and space complexity.
Different algorithms and techniques were applied on more than 20000 records collected
from different hospitals and clinics around Iraq to study the effectiveness of the proposed

algorithms including Most Common Value, overall average, and classification.

Research Methodology:

1. Data Collection
2. Data Preprocessing
3. Missing values estimation
4. Algorithms improvement
5. Result analysis
Keywords: DB, DW, OLTP, OLAP, Missing Values
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1. INTRODUCTION

The past two decades has seen a dramatic increase in the amount of information or data
being stored in electronic format. This accumulation of data has taken place at an
explosive rate. Data storage became easier as the availability of large amounts of
computing power at low cost, the cost of processing power and storage is falling, made
up data storage cheap.

Having concentrated so much attention on the accumulation of data the problem was
what to do with this valuable resource? It was recognized that information is at the heart
of business operations and that decision-makers could make use of the data stored to gain
valuable insight into the business. Database Management systems gave access to the data
stored but this was only a small part of what could be gained from the data. Traditional
on-line transaction processing systems (OLTPS) are good at putting data into databases
quickly, safely and efficiently but are not good at delivering meaningful analysis in
return. Analyzing data can provide further knowledge about a business by going beyond
the data explicitly stored to derive knowledge about the business. This is where Data
Mining or Knowledge Discovery in Databases (KDD) has obvious benefits for any
enterprise [1, 2, 3].

The term data mining has been stretched beyond its limits to apply to any form of data
analysis. Some of the numerous definitions of Data Mining, or Knowledge Discovery in
Databases are:

Data Mining, or Knowledge Discovery in Databases (KDD) as it is also known, is the
nontrivial extraction of implicit, previously unknown, and potentially useful information
from data. This encompasses a number of different technical approaches, such as
clustering, data summarization, learning classification rules, finding dependency net
works, analyzing changes, and detecting anomalies [2, 4].

Knowledge extraction consists of the following steps:

Data Selection

Data Preprocessing

Transformation

Data mining

Interpretation and evaluation

a ks~ E

DM tasks can be summarized into the following categories:
Classification

Association

Clustering

Trends

el A
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Prediction

6. Link Analysis.

Each of them has its own techniques, algorithms, and applications. DM usually
applied on huge data repository known as Data Warehouse that may be divided
into many sub warehouses known as data marts, see figure(1).

DB1 /\ Data
\/ Martl

Data  e—— PELE

D52 | Mart2
Warehouse Sl

o

Mining Tasks
Y
N
Data Sheet ——— Data
Mart n
v N
Data from different source  Data Repository (DW) Data Marts Mining

algorithms and reporting
Figure (1): Data Warehouse Architecture.

2. Data Preprocessing
Real world data usually have the following drawbacks: Incompleteness, Noisy and
Inconsistence. So, these data need to be preprocessed to get the data suitable for analysis
purposes. The preprocessing includes the following tasks [1,5,6,7]:

1. Data cleaning: This refers to the following tasks that ensure better data to be
the input to the analysis process:
a. Fill in missing values,

b. Smooth noisy data,
c. ldentify or remove outliers,
d. Resolve inconsistencies.

2. Data integration: This phase is used to integrate the heterogeneous data
coming from different sources and different formats to be stored and located
in one repository. This phase includes the following:

a. Using multiple databases
b. Data cubes
c. Files.
3. Data transformation:
a. Normalization
b. Aggregation.
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4. Data reduction: Data reduction represents one of the most important phase in
data preprocessing since it aims to reduce data the volume as a step to
improve the volume data prepared for the analysis process and hence improve
the algorithm performance. The new data must produce the same or similar
analytical results as the original.

5. Data discretization: part of data reduction, replacing numerical attributes with

nominal ones.

Different preprocessing techniques were used to get clean data, these include [2, 3]:

1. Removing outliers, some of the data in datasets represent outliers and cannot be
included in the analysis algorithms and techniques, so these data records were
deleted from the set.
Filling missing data, some patient ages, jobs, and income were not mentioned in
the tables, average and most commonly used values were used to substitute these

missing values.

3. Data reduction using normalization and aggregation.

Reasons behind incompleteness, inconsistence and noisy data
1.

2
3.
4.
5

Human errors

Machine and instrument errors
Heterogeneous data from different sources
Data transmission

Others

The diagram in figure (1) shows the preprocessing activities

Real world Data

Data Preprocessing

Completeness ‘
Data consistency |

Data cleaning

3. Data Collection
For the research paper, real data were collected from different Iraqi hospitals from many
cities and locations in Iraq. Table (1) shows sample of the data collected were more than
20000 records represent the real data collected. Figure (3) shows the distribution of the
original data under different attributes.

ETL Task

Data Extraction
Transforming
Loading

Mining Tasks >

Figure (2): Data Preprocessing.
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Figure (3) Distribution of the original data under different attributes

4. Missing values and their filling
Table (1) shows samples of the data set that contain some missing values in patient age
attribute. It is required to replace these missing values in order to prepare the data for
analysis process. Techniques in section 4.1 through 4.6 are used for this task [2, 3, 4].

4.1.Most common values in the data set
One of the most popular methods for replacing missing values in any data set is that by
using the most common value in the whole data set. In our case for the patient data set the
most common value as shown in table (2). [2, 3, 4].

4.2.Data set average to fill in missing values
Numeric attributes have more alternatives and algorithms for filling missing values in the
data set, one of which is the overall average of the whole data set for the given attribute.
However, in some cases this may lead to have results with high standard deviation from
the original. For the data set used in this paper, the overall average for the age attribute
shown in table(2). [2, 3, 4].
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Table (1). Patient Data Set (Sample of 50 Records).
£ ol | ooSal) | oaal ] oaMal) | odall | (uaail (piad) ab ) Jodil] |

Q H0o4 18 1 9 0 2 137 ]

2 | 87 18 20 1 13 2 2 204 2

2 064 18 14 1 13 2 2 105 3

2 (@)Y} 18 2 1 9 0 1 107 4
2 E14 18 50 2 (&) 2 1 106 o)
2 036 18 7 1 8 4 2 221 &)

2 036 6 1 1 9 0 2 158 7

2 | 87 18 16 1 13 2 2 97 8

2 (@]} 18 2 1 9 0 2 211 9

2 1 02 18 27 2 (o) o) 1 215 10
3 038 (6) 2 (o) o) 1 201 11
3 HE1 18 45 2 6 2 1 241 12
Q S67 18 35 2 o) o) 1 273 13
0 120 18 60 2 13 2 2 25136 14
Q 120 18 82 2 10 1 2 25137 15
0 Fl14 18 65 2 13 2 2 25012 16
0 121 18 52 2 6 2 1 25014 17
Q 170 18 680 2 13 2 2 12 18
0 170 18 oYe) 2 13 2 2 25080 19
Q 170 18 60 2 10 2 1 25102 20
0 150 18 60 2 10 1 1 25158 21
0] 121 18 680 2 7 4 1 24645 22
Q 120 18 35 2 (&) 2 1 88 23
0] 150 18 65 2 10 1 2 9 24
3 N30 18 21 1 (&) 4 1 26 25
3 N41 18 60 2 10 o) 1 25096 26
3 N35 18 15 1 6 4 1 24954 27
0 N20 13 70 2 10 o) 1 27 28
3 N41 13 65 2 10 o) 1 25075 29
3 K40 18 12 1 8 4 1 25097 30
3 N30 18 65 2 10 o) 1 25117 31
3 N41 18 60 2 10 5 1 25065 32
3 N41 18 60 2 10 4 1 24951 33
3 N20 16 48 2 6 5 1 25115 34
3 N44 18 27 2 (o) o) 1 25004 35
3 N20 18 25 2 6 o) 1 25093 36
3 C67 18 70 2 10 5 1 23922 37
3 Co67 18 60 2 10 o) 1 24883 38
0 N18 9 41 2 o) 10 1 120 39
0 N18 18 42 2 13 2 2 25060 40
0 N18 18 66 2 10 2 1 142 41
Q N18 18 29 1 (o) 2 1 72 42
0 N18 18 42 2 13 2 2 24389 43
0 Co67 18 59 2 10 o) 1 25004 44
3 N44 18 25 2 6 4 1 1174 45
0 N35 18 4 2 5 o) 1 25156 46
2 N21 18 [613) 2 10 1 2 180 47
2 N21 18 Ye) 2 10 1 2 109 48
2 J03 18 17 1 8 &) 1 101 49
0 N30 18 6 1 9 0 1 24865 50

Table (2). Results of Filling Ages Missing Values Using
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Most Common Value and Data Set average

Jae U Y Janall | AN A pead) dagdll Gt
el yand) yand) and)
39 1 60 1 1
39 6 60 6 2
39 9 60 9 3
39 10 60 10 4
39 14 60 14 5
39 19 60 19 6
39 20 60 20 7
39 25 60 25 8
39 29 60 29 9
39 30 60 30 10
39 35 60 35 11
39 39 60 39 12
39 40 60 40 13
39 43 60 43 14
39 48 60 48 15
39 50 60 50 16
39 55 60 55 17
39 59 60 59 18
39 60 60 60 19
39 64 60 64 20
39 68 60 68 21
39 70 60 70 22
39 72 60 72 23
39 77 60 77 24
39 85 60 85 25

4.2.Class most common values
To get better estimation for the missing values in the data set, more efficient algorithms
are available, one of which is to classify the data set according to some specific attributes
and in our cases, data set is classified according to the patient gender (male and Female)
and the disease type. The most common values are then found for each class and these
values are used to fill in the missing values in the objects under the same class. This
method can be used for all data types of the attributes. See tables (3), (4),(5) and (6). [2,
3,4].

4.3.Class average
For the numeric values attributes, the class average is an effective method for filling the
missing values. Dividing the original table into smaller tables according to some
predefined classes will lead to better estimation of the targeted missing values, as shown
in tables (3), (4),(5) and (6). [2, 3, 4].

260



Journal of College of Education for Pure Sciences Vol. 4 No.1

Table (3). Results of Filling Ages Missing Values Using
Most Common Value and Data Set Average for Gender Class (Female)

Y A8 lee | Jars G e gl SV Aadl)l [ Jealeal)
Sl jeall ) Saall jeal) pl) yanl)
40 6 60 6 1
40 8 60 8 2
40 9 60 9 3
40 11 60 11 4
40 14 60 14 5
40 17 60 17 6
40 20 60 20 7
40 25 60 25 8
40 26 60 26 9
40 30 60 30 10
40 35 60 35 11
40 38 60 38 12
40 40 60 40 13
40 43 60 43 14
40 45 60 45 15
40 50 60 50 16
40 55 60 55 17
40 59 60 59 18
40 60 60 60 19
40 63 60 63 20
40 65 60 65 21|
40 70 60 70 22
40 71 60 71 23
40 80 60 80 24

4.4.Cluster most common values
When the attributes of the data to be classified are not defined prior to classification
process, this is known as clustering. Putting patients into groups each group has some
common characteristics (Similarities) between group objects and has dissimilarities with
other groups is known as Clustering. The most common attribute value is used to replace
the missing values. Non numeric attributes with missing values can be resolved using this
algorithm. This part can be done as future work.

4.5.Cluster average
Attributes with numeric values and have missing values, cluster average can be used to
fill in these missing values. Also this part can be done as future work.

5. Results and Conclusions
Filling in missing values in the data set prepared for analysis process is of great
importance since it leads to clean data suitable for the analysis process under Data
Mining Algorithms. Different data attributes have different techniques and algorithms for
solving the missing values problem in real world data.
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Missing values are very common in data analysis. In this research, more than 20000
records for the patients from different hospitals in different places in Iraq were collected.
Different algorithms have been used to solve this problem, these include:

1. Most common values

2. Overall data set average

3. Class most common values

4. Class average

5. Clustering most common

6. Clustering average

According to the results in tables (1), (111), (IV), and (V), it is clear that classification
algorithms are more suitable for replacing the missing values since the results are a much
closer to the original data than any other algorithms.

Table (4). Results of Filling Ages Missing Values Using Most Common
Value and Data Set Average for Gender Class (Male)

| 1oSMIAS Lee) dine | Lo ond S Aall) ] Jeadul

sl yaall yazt) waal) waal) Ao
38 1 60 1 1
38 3 60 3 2
38 o] 60 o] 3
38 10 60 10 4
38 12 60 12 8
38 19 60 19 &)
38 20 60 20 Z
38 25 60 25 8
38 29 60 29 o]
38 30 60 30 10
383 35 60 35 11
38 29 60 39 12
383 40 60 40 13
383 43 60 43 14
38 48 60 48 18
38 50 60 80 16
383 51 60 21 17
383 58 60 58 18
38 60 60 60 19
383 64 60 64 20
383 68 60 68 21
38 72 60 72 22
38 77 60 77 23
38 88 60 88 24
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Table (5). Results of Filling Ages Missing Values Using Most Common
Value and Data Set Average for (Gender + Disease) Class

) ) Jia | o gudi ASY) el i) andl) yand) il | (o sall £ g3 | bl
51 50 39 M/ s3] F10 1
68 70 61 M/ S3 | H25 2
68 70 55 . 3
62 65 38 M/ S5 | 150 4
63 70 45 . 5
63 70 85 M/ <3| 168 6
63 70 68 7
63 70 64 . 8
25, 20 12 M/ S | K35 9
35 35 40 M/ s3] K62 10
45 45 32 : 11
45 45 40 M/sa ) N18 12
45 45 41 . 13
53 70 73 M/ S| N30 14
22 30 50 M/ S3 | N44 15
29 30 35 16
26 20 27 : 17
26 20 2 M/ Sai S07 18
26 30 31 . 19
32 35 45 L& | Be9 20
51 50 25 ELx | Fl4 21
66 60 80 22
66 60 63 Fl H25 23
66 60 60 . 24
59 60 63 FlL& 120 25
64 60 60 E/, 2 150 26
63 70 65 27
63 70 70 Flesd | 168 28
63 70 50 . 29
14 7 31 L& | 103 20
23 25 26 FLi) | K36 31
41 35 59 F/5 | Kl 32
41 35 38 . 23
43 60 17 EL5 | NI8 34
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Table (6). Results of Filling Ages Missing Values Using

Most Common Value and Data Set Average for Job Class

A3l day paall Janal) ALl \o gadi SSY) pandl | Aigall pdill) azadl) yanl) Suaditl)
41 50 6 39 1
69 70 10 61 2
64 5 55 3
80 80 11 38 4
49 55 5 45 5

85 6
69 70 10 68 7
64 8
15 12 8 12 9
37 40 6 40 10
32 11
38 45 6 20 12
41 13
66 70 10 73 14
31 30 5 50 15
35 16
5 2 9 27 17
33 30 5 2 18
31 19
35 35 13 45 20
42 50 13 25 21
80 22
66 60 10 63 23
60 24
64 60 10 63 25
67 60 10 60 26
68 70 10 65 27
70 28
54 50 13 50 29
24 25 13 31 30
26 25 13 26 31
60 50 10 59 32
37 35 13 38 33
38 35 13 17 34
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