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Abstract - The popularity of massive open online courses 

(MOOCs) and other forms of distance learning has increased 

recently. Schools and institutions are going online to serve their 

students better. Exam integrity depends on the effectiveness of 

proctoring remote online exams. Proctoring services powered 

by computer vision and artificial intelligence have also gained 

popularity. Such systems should employ methods to guarantee 

an impartial examination. This research demonstrates how to 

create a multi-model computer vision system to identify and 

prevent abnormal student behaviour during exams. The system 

uses You only look once (YOLO) models and Dlib facial 

landmarks to recognize faces, objects, eye, hand, and mouth 

opening movement, gaze sideways, and use a mobile phone. Our 

approach offered a model that analyzes student behaviour 

using a deep neural network model learned from our newly 

produced dataset" StudentBehavioralDS." On the generated 

dataset, the "Behavioral Detection Model" had a mean Average 

Precision (mAP) of 0.87, while the "Mouth Opening Detection 

Model" and "Person and Objects Detection Model" had 

accuracies of 0.95 and 0.96, respectively. This work 

demonstrates good detection accuracy. We conclude that using 

computer vision and deep learning models trained on a private 

dataset, our idea provides a range of techniques to spot odd 

student behaviour during online tests. 

 

Index items: Facial Landmarks, Behaviour Recognition, 

Dlib, Online Proctoring, Deep Learning. 

I. INTRODUCTION  

Information technology (IT) significantly influences 
people's lives as they assimilate more into society. E-
learning has benefitted greatly during natural disasters, war, 
and pandemics [1]. The availability of online education 
increased. MOOCs, or massive open online courses, are 
gaining popularity [2]. Due to various technical 
advancements, E-learning may employ computer vision and 
machine learning [3]. Studies of online education have 
concentrated on the topic of course evaluation [4]. A 
problematic aspect of online course evaluation is the lack of 
direct student-teacher contact [5]. Most schools switched to 
an all-online curriculum after the COVID-19 epidemic [6]. 
Online courses and assessments are growing [4]. 

Artificial intelligence-powered proctoring solutions may 
be necessary for online assessments like MOOCs and 
recruiting exams [7]. A challenging exam must be passed to 
earn a top-notch online credential. As in classrooms and 
colleges, online examinations need to be proctored. Cheating 
is much easier to do on online exams. Therefore, it is 
necessary to have an AI-based system keep tabs on every 
student [8]. Deep learning's advent has aided the 
advancement of computer vision. Deep learning techniques 
may be used to complete everyday computer vision tasks, 
such as detecting anomalous behaviour in exams. Deep 
learning-based object identification algorithms have 
successfully succeeded in various fields [9]. Cameras and 
microphones might be necessary for such technologies to 
keep a tab on the students.  

The AI-driven system would detect instances of fraud 
[10]. Systematic anti-cheating measures and responses It is 
possible to halt the examination or submit a report for staff 
review. Proctors in the form of humans may use monitoring 
software to keep tabs on the students. When cheating is 
discovered, a human proctor is contacted, and their 
questionable actions are recorded [11]. A human proctor 
may be ineffective if students attempt to take examinations 
from a place with inadequate internet access or electrical 
problems. Any problems with their live video might flag 
them for disqualification. Since the exam may be taken with 
the computer running, a proctoring system that operates 
automatically is best suited [12]. Detecting abnormal activity 
to avoid cheating is crucial for the quality of online 
assessments [13]. 

This study suggests a computer vision-based automated 
webcam-based proctoring system. The technology alerts 
teachers to unusual conduct in students, such as using a 
phone, talking to multiple people, glancing to one side, 
moving their eyes or hands, or opening their mouths. The 
proposed system combines vision-based capabilities by 
using three models, Dlib, YOLOv3, and YOLOv5, where 
the first model is used to extract facial landmarks to detect 
the state of the mouth opening, the second model is used to 
detect people and objects. The third model, which was 
trained using a newly developed dataset, analyzes student 
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behaviour. Every suggested model was created using a 
multithreading process. 

  The following sections make up this paper: Section II 
addresses the literature review; Section III outlines the 
suggested methods; Section IV includes the experiments and 
results; and Section V concludes with suggestions for further 
research. 

II. LITERATURE REVIEW  

Exams must be fair, and students must be shown to 
understand the material as more and more institutions 
convert to the digital world. This is made possible via fair 
ongoing assessments. 

Response automates online exam proctoring. A webcam 
records the student during the exam, and an AI engine 
analyzes the video for anomalies. After these activities, the 
system creates a report that ranks proctoring results by exam  

violation risk [14]. Through many techniques, such as 
live video and audio streaming for the candidate and the 
candidate's surrounding environment, liveliness checks of 
the candidate, and facial comparisons with his or her 
photograph taken during the examination, the online 
examination system e-Parakh enables both supervised and 
unsupervised remote monitoring of the examination [15].  

[16] The proposed technique helps examiners decide 
whether students pass online tests without misconduct. The 
system categorizes student visual focus of attention data 
using head position, eye gaze estimations, and machine 
learning (ML) algorithms. 

 [17] built an automated exam activity detection system 
that monitors students' body movements and utilizes deep 
learning to classify their activities into six categories. The 
activities include usual conduct, looking back, gazing 
forward, gestures, and glancing left or right. [18] Present a 
program that offers online student verification through 
biometrics (facial, voice, and typing) and a proctoring 
system. This paper describes a solution based on biometric 
authentication and an autonomous proctoring system. [19] 
offered an approach to create a complete AI-based system 
that can prevent test cheating. The system keeps an eye out 
for fraud and logs any evidence. This technology will be 
secure and reasonably priced. 

However, employing YOLOv5 to automatically assess a 
student's behaviour during an online exam is not a strategy 
that has been studied. Additionally, our research utilized a 
newly created dataset called "StudentBehavioralDS" to learn 
the model for analyzing and detecting anomalous student 
behaviour, aiding in the fair administration of exams. 

III. PROPOSED METHOD  

In anomaly detection research, many different, complex 
cases are encountered, making it very challenging to find a 
solution. The main focus of our methodology is indoor 
examination rooms. The primary objective is automatically 
categorizing aberrant frames, which is subsequently 
communicated to a human reviewer in an executive 
summary. The system only needs the webcam or any other 
compatible camera. Fig. 1 shows the essential parts of the 
proposed system. 

The following sections go into further detail on creating 
datasets, detection models, data cleaning and preparation, 
dataset augmentation, training of behavioural detection 
models, and result analysis. 

A. Dataset Development 

This article manually created a dataset for the behaviour 
detection of online exam students because videos taken 
during actual online exams are not publicly available  [20].  

B. Dataset Collection 
Twenty-four movies were taken using a webcam at a 

frame rate of 15 frames per second and a resolution of 1280 
x 720. We have devised and created our data-gathering and 
labelling approach. With the help of hundreds of questions 
chosen from a question pool, we have used our custom-built 
online exam web application with video capture capabilities 
(online Exam simulator) [21] to assess students' competence 
levels.  

 

The pool of questions includes multiple-choice options. 
During the acquisition of the dataset, the six participants 
were required to engage in various deliberate cheating 
scenarios in the context of online and closed-book exams 
throughout the videos; these motions included utilizing a 
phone, moving a hand or an eye, and shifting the head left or 
right. Participants joined the trials while being exposed to 
various test locations, camera settings, lighting conditions, 
etc. These changes make it challenging to catch cheating 
incidents. The videos mimic a student completing an online 
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test in front of a webcam. The overall running time of all 
films is roughly six hours, with each video lasting roughly 
fifteen minutes for each scenario.  

C. Videos to Frames Conversion  

Images were extracted from each recorded video at 

predetermined frame intervals. One frame was captured for 

every continuous ten frames to ensure scene variation. After 

converting, there are about 1,200 images for each video. 

Based on five scenarios, 7500 images were obtained. The 

total number of images captured from all videos was 37500 

images. 
After manual filtering was performed on the collected 
images, excluding any frames that do not have anomalous 
behaviour and blurred images, our dataset has a total of 
8,520 images. 

D. Ground Truth Data Labeling 
The challenge of assigning a class subject to each frame was 
challenging. Image annotation assigns labels to images taken 
from a dataset that can be used to train a model. They 
provide details about the image, including its location and 
shape. LabelImg and MakeSense, an open-source 
application for annotating digital pictures and movies, are 
two of the most utilized technologies in computer vision 
annotation. The browser-based program MakeSense enables 
a range of work situations. For instance, massive picture 
libraries with ground truth labels are needed to train deep 
learning algorithms for object detection and identification. 
In this study, each instance of cheating is labelled using both 
tools. Figure 2 shows example instances of cheating and how 
each picture was manually labelled using the LabelImg 
program. 

 

Fig.2 The Manual Ground Truth Labeling 
 We create the ground truth dataset by manually 

annotating each frame with a label to assign each activity to 
a particular behaviour. The participants' heads and torsos 
were usually visible in the webcam's field of view. The 
ground truth data was collected by manually labelling the 
head position, eye, mouth, and pose. 

Because defining what is considered normal and 
abnormal behaviour is subjective, the behaviour ground 
truth was annotated separately. Based on specific 
behaviours, the dataset contains five classes: mobile using, 
hand moving, eye moving, mouth open, and looking side. 
Images of students holding their phones or moving their 
hands were labelled with the words "mobile using" and 

"hand move," respectively. Images of students moving their 
heads were tagged as looking side, while those of students 
moving their eyes or mouth were tagged as eye movements 
and mouth movement. As shown in Fig. 3, The annotation 
was in normal YOLO annotation format and was based on 
the suggested model utilized in this study; a txt file with the 
same name is produced for each picture file in the same 
directory. The annotations for each associated picture file 
are stored in a Txt file and include the image file's ‘object 
class’, ‘object coordinates’, ‘height, and ‘width’, as in (1). 

<’Object-Class’><X><Y><Width><Height> -------(1) 

The annotations are easier to deal with even after 
resizing or stretching photos because they are normalized to 
lie within the range [0, 1]. A new line is drawn for each 
object in the picture. The picture below shows a YOLO 
annotation with two separate things in it. 

 

Fig. 3: Text File Including Information About Annotations 

Sample dataset snaps are displayed in Fig. 4. 
StudentBehavioralDS is the dataset's name.  

  

 

 

  

Fig. 4: Image Snippets from a Sample Dataset 

Table 1 provides details regarding the developed 

dataset. 

TABLE I: Developed Dataset Details 

Index Name No. of 

Images 

Description 

0 Normal 1500 No Abnormal Behavioral 

1 Mobile_Using 1720 Students Using Mobile Phones 

2 Hand_Move 1700 Student Moving his Hand  
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3 Eye_Move 1700 Student Moving his Eye Left or 

Right 

4 Looking_Side 1400 Student Looking Left or Right 

Total 8520  

 

E. Detection Models 

Object identification can help identify objects in images. 
Classifying objects involves location, picture categorization, 
and object detection.  

1) Abnormal Behavioral Detection 
We must train a convolutional neural network model to 

identify unusual student behaviour on our recently 
constructed dataset. These abnormal behaviours are related 
to our dataset's favoured classes (subjects) (Mobile Using, 
Hand Move, Eye Move, Looking Side). In this work, 
YOLOv5s was used and trained on our private dataset  [22]. 
The structural elements of the YOLOv5 framework are the 
backbone, neck, and predict head. The neck creates feature 
maps at three distinct sizes while the backbone extracts 
feature data from incoming images. Utilizing these feature 
maps, the prediction head merges extracted information to 
provide richer target characteristics [22]. In this model, the 
non-maximum suppression (NMS) method [23] is used. The 
accessible network topology of YOLOv5 is depicted in Fig. 
5. To locate the best anchor frame, YOLOv5 adjusts 
clustering to a variety of training datasets [24]. YOLOv5 
tried to activate the sigmoid, leakyReLU, and SiLU 
functions [23]. 
 

Fig.5 Yolov5 Main Architecture 

2) Mouth Open Detection 
The Dlib was utilized to perform face, mouth, nose, and 

eye detection. Dlib is a library for data analysis and machine 
learning that may be used to make practical applications 
[16]. Python bindings make it simple to utilize this library. 
This collection may be used to pinpoint 68 different facial 
landmarks, such as the chin, jawline, eyebrows, nose, eyes, 
and lips. In addition to rough face detection, exact facial 
areas may be extracted from landmark points. The result of 
eliminating data noise will considerably enhance face-
recognition models. Dlib is used by two shape prediction 
algorithms that are based on the BUG300W face landmark 
dataset. These algorithms detect sixty-eight and five 
landmark points in a picture, respectively [16]. The 68 face 
landmarks used in this work are represented by their indexes 
in Fig. 5. Dlib employs a Histogram of Oriented Gradients-
based face detector (HOG). Due to the fact that these 
indices, which are shown in Figure 6, are the same ones that 
Dlib employs, we are able to rapidly establish which areas 
on the face correspond to which component. 

 Based on the output of Dlib facial landmarks, the open 
mouth detection technique simply calculates the distance 
between the points around the mouth's corners to determine 
whether or not the mouth is open. The model detects mouth 

opening state if the distance for at least three outer pairings 
and two inside pairs is more significant than their 
corresponding threshold values. Outer and inner thresholds 
were 4 and 3. 

 

Fig 6. The 68 Indices of Face landmark [16]  

3) Persons and Objects Detection 
In order to recognize persons, groups of persons, and 

other objects in the live webcam feed, we utilized the pre-
trained model of YOLOv3. The COCO dataset, with its 80 
labels, was used to train this model [9]. The YOLOv3 
algorithm has made several improvements over YOLOv1 
and YOLOv2, considerably boosting detection accuracy and 
detection speed. Its central tenet is the actuality of using 
CNN "end-to-end" to complete the entire object detection 
procedure [9]. The number of persons that were counted was 
determined by looking at footage from a camera. In the 
event that the number is either equal to or larger than one, an 
alarm will go off. Because the COCO dataset includes 1, 67, 
and 74 person, book, and laptop indices, respectively, before 
we can send out an alert, we need to check to see whether 
there are any similar class indices. 

C. Data Preprocessing 

The dataset consists of video frames from various 
subjects recorded at various periods. The videos that were 
used produced 1280x720 RGB-formatted frames. The 
collected frames were resized to 640x640 resolution before 
being used to train the Yolov5 model.  

1) Data Cleaning 
After the manual labelling process was finished, data 

cleaning was carried out. We cleaned up the data using the 
following techniques in addition to hand curation: 

 Get rid of duplicate image files. 

 Get rid of duplicated annotation files. 

 Eliminate any photos that lack an associated 
annotation file. 

 Eliminate annotation files that lack associated 
image files. 

2) Dataset Sipliting 
Before beginning the training procedure, the dataset must 

first be organized and then divided into training and 
validation segments using a manner that is logically suited 

Input 

640x640 
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for YOLO network formats. The dataset is then broken 
down as follows: 10% of the dataset should be spent on 
testing, 20% on validating, and 70% on training. 

A. Online and Offline Augmentation 

Deep learning requires many data during the training 
phase. The process of augmentation is utilized to expand the 
dataset. In our work, we employ both offline and online 
augmentation. Unbalanced training data will force the 
network model to focus on more objects during training, 
which is a surefire way to make the model overfit. Although 
sample collecting is difficult in real life, there are 
comparatively few eye movement samples in the dataset of 
this study. We used offline data augmentation to increase the 
variety of eye movement poses and enhance network 
performance. In this work, data augmentation was done on 
several images of the student moving his eye. The chosen 
photos were given a horizontal flip, brightness enhancement, 
and Gaussian noise addition. Several online augmentations 
to the dataset are also carried out by the Yolov5 algorithm 
preprocessing, including HSV H (0.014), HSV S (0.6) and 
V (0.30), Flip right (0.5), Copy paste (0.1), and Scale (0.5). 
These increase the size of the dataset. 

B. Behavioral Detection Model Training 

A successful deep-learning model must be created by 
carefully adjusting the hyperparameters. The initial learning 
rate, anchor-multiple thresholds, Stochastic Gradient 
Descent (SGD) momentum/Adame, and batch size are 
examples of common hyperparameters in the yolv5 model. 
We begin the training process using 1162 photo patches of 
entities from six different classes, starting learning rate of 
0.01, anchor-multiple threshold of 5.0, Stochastic Gradient 
Descent momentum of 0.936, epochs of 50, and batch size 
of 16. As a hardware accelerator, we trained our model in 
Google Colab using the GPU. The model converges during 
the course of training with satisfactory results for 
mAp=0.995 and accuracy=0.95. Figure 7 displays the 
outcomes of the behavioural detection model training. 

 

 

 
Fig. 7 Results of Training the Behavioral Detection Model 

IV. EXPERIMENTAL AND RESULTS 

Our method is implemented using Dlib, YOLO 
techniques, and OpenCV. The webcam is activated using 
OpenCV's Video Capture. The camera feed is captured and 
analyzed frame by frame. We established three threads—
Behavioral Analysis, Person-Objects, and Mouth Opening—
so that each model ran concurrently to speed up the process. 
The person and object detection model was used to analyze 
this frame, and the output included the object boxes, 
prediction score, and number of objects of each category. 
Results include more than one person being printed if the 
class 'person' has more than one occurrence and a book or 
laptop being printed if the class "book" or "laptop" is found. 
After receiving a copy of the input frame and processing it 
using the Yolov5 model, the behavioural detector model 
creates a prediction score for each class. If the class "eye 
motion" is recognized, for instance, alarm messages are 
printed as output, and the detection time is logged for later 
use in statistical analysis and report preparation. 

68 (x, y)-coordinates for facial structures make up the 
model's outputs. You can locate faces by using simple 
Python indexing with coordinates like [48, 68] for the mouth 
and [27, 35] for the nose. For statistical analysis and report 
production, all model outputs are recorded. 

V. PERFORMANCE EVALUATIONA series of experiments 
have explored models and system effectiveness. The 
findings are presented here. It is crucial to understand terms 
like "TN," "TP," "FP," "FN," "precision," "accuracy," and 
"recall [25]. 

True Positive (TP): Good samples with accurate 
labelling. True Negative (TN): How many samples have 
accurate negative labels? False Positive (FP): Negative 
samples are mistakenly categorized as positive. False 
Negative (FN): Negative samples with incorrect labels. 

Accuracy: the percentage of classrooms where the 
predictions were accurate, and it is represented by Eq. (2):   

-------(2) 
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Precision: the proportion of really positive 
classifications that are correctly predicted and it is 
represented by the Eq. (3):   

-------------------- (3) 

 

Recall: All positive courses accurately predict the 

proportion of classes, and it is represented by the Eq. (4): 

------------------------- (4) 

Models for object detection, such as YOLO, are 
evaluated using the mean average precision (mAP). The 
mAP calculates a score by comparing the detected box to the 
ground-truth bounding box. The model's detections are more 
precise the higher the score. 

Average Precision (AP): The weighted average of the 

precisions at each threshold is calculated; it considers the 

increase in recall from the previous threshold and it is 

represented by the Eq. (5): 

(5) 

 

Mean Average Precision (mAP): The average AP for each 

class is known as the Mean Average Precision and it is 

represented by the Eq. (6): 

----------------------------__ (6) 

 

A.  Behavioral Detector Model Results 

The analysis revealed that YOLOv5 has a significant 
reduction in inference time and a high mean average 
accuracy (mAP). Our results show that our experiments had 
an accuracy rate of 0.87 per cent. The results of 250 pictures 
tested on the trained models are shown in Table 2.  

 

According to our data, the accuracy rate of Fig. 8 depicts 
a few of our findings. 

 
 

  

Fig. 8 illustrates some model detection results. 

B. Mouth Opening Detector Results 

The output of the mouth opening detect model, along 
with facial landmarks and the mouth opening, is shown in 
Fig. 9. 

  

  
Fig. 9 Model Results for Mouth and Facie landmark 

C. Person and Objects Detector 

The individual and other things visible in the camera's 
field of view, such as the book or notepad, are detected 
during the object detection model's assessment. Figure 10 
shows the model's results. Human detection had a 99.91 per 
cent accuracy rate, and object detection had a 97.08 per cent 
accuracy rate. 

 

Fig. 10 Book and Person Detection 

 

The overall assessment of the suggested student 

behaviour analysis is shown in Table 3. Table 3's findings 
demonstrate that the suggested methods for this research are  
accurate and reliable in spotting students' abnormal conduct 
during online tests. 

TABLE 2: display the outcomes of 250 photos being tested on 

Class Name  Precision 

(%) 

Recall (%) mAP (%) 

Normal 0.86 0.86 0.86 

Mobile_Use 0.94 0.97 0.97 

Hand_Move 0.94 0.92 0.92 

Eye_Move 0.85 0.87 0.86 

Looking_Side 0.92 0.90 0.90 
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Table 4 compares the work provided with past efforts in 
terms of both the approach used and the precision of the 
results. 

TABLE 4: Comparison of the Proposed Work with Related Works 

W
o

rk
s 

O
b

je
c
t 

P
e
r
so

n
 &

 

D
e
te

c
ti

o
n

 

M
o

d
e
l 

F
a

c
e
 

D
e
te

c
to

r 

M
o

d
e
l 

F
a

c
ia

l 

L
a

n
d

m
a

r
k

s 
M

o
d

e
l 

B
e
h

a
v

io
r
a

l 

D
e
te

c
to

r 

M
o

d
e
l 

D
a

ta
se

t 

 U
se

d
 

O
v

e
r 

A
ll

 

A
c
c
u

r
a

c
y

 

Our 

Work 

YOlOv3 (HOG) 

Dlib 

 

Dlib Facial 

Landmarks 

Yolov5 Our 
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[19] YOlOv3 CNN 
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Haar-

Cascade 

Classifier 

None None 0.92 

[17] None L2-
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CNN 

None L2-
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CUI-

EXAM 

0.88 

[18] None FaceBoxe 

method 

FaceBoxeme

thod 

M3L FDDB 0.89 

VI. CONCLUSION AND FUTURE WORK 

This paper uses computer vision and deep neural 
networks to provide a multi-model approach to avoid and 
examine unusual student behaviour during online 
assessments. Our approach includes the following: object 
identification, mouth open-close detection utilizing facial 
landmarks, face detection, eye movement, head movement, 
hand movement, multi-person, and mobile use. In order to 
track student behaviour during tests, our proposed solution 
makes use of a pre-trained deep neural network model that 
was found using our recently created dataset. With the use of 
a multithreading technique, which included launching three 
different processes, models were run simultaneously to 
speed up the system. Our study and evaluation foundation 
were three metrics: recall, precision and 
mean_average_precision. Consequently, we received a mean 
average precision score of 0.87 for behavioural analyses, 
0.97 for the person and object detection, and 0.95 for 
mouth-opening detection. Finally, after overall work 
evaluation, our proposal still has limitations like the web 
camera's position (according to display) is fixed, the user's 
head is elevated similarly to the same level as the camera, 
and the users are required to remove the spectacles 
eyeglasses. 

As a potential future phase, adding more dataset classes, 
audio synthesis, and biometric authentication for applicant 
authorization might be added. Additionally, we would prefer 
a single Yolo model for both the behavioural and object 
detectors rather than two Yolo models. 
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