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هذه الدراسة    نشأنش  واارمية  سيةة  ميخفضة  الكلفض  لككع  ركا   الية  مية  الية  في الات  الضيفي ميةك القيةيي  تك  اسكفدا    في:  الخلاصة 

  ية   رمالعكيج  ع لة  الميةةكال لكخضةذ واا OpenCVعدة طكق في الات  الق لي  نظهك نجزاء ي  الاجه   يثل اليةخة  نم الاجه افه  لهذا اليةةع،   تكة   

  اشكعه إلى اة  تمل  للأجهزة   يثل اللمعةاتك   اسةكفدا  تدر يية  في  ي  الماارق طط ت  المي لج .  ليد وع   Haar Cascadeاأة  ياوات  مقتةي  يثل 

مالجه م يين  مالكناد    كفد ميةةشةةفاةةن  ي  يفكف  ارعم ر مالففضة    تك  إجكاء هذه ااوكع را  لميكف  اةضة  عمل ال  15نن الخظ   تيمل في اوكع را  ي  

  Haar Cascade٪ ي  الات   نظهك  الخك ئج نن  100٪ م 80ي  نن ال شةةيء تيمل سأةةلل .ةةقة   في ااوكع را  الكي ت  إجكاعه    عمل الخظ   سة   

مالظل. نتل ف عفة   س لإضةةة ف  إلى    ءةةةةا٪ ي  الق ا    سةخم  ا ش  اليةان مالعؤسؤ عخد تداوفهم  طال100ا ن له تنوةك ييخاي في اللأةةة  ع  الاجاه في 

ية  ي  الخظك في يدل شج ح هذه ارشأةةة    نظهك الكةعةا الكجكتعي نتةةةن  نن تةاق الميةةكفد  تج، نا تمخ  ارشةةف ت ي  ااسةةكمك   ماسةةكفدا  شا  ي

له اسةةةةكفةداي   عدتدة في الية ل  القيةيي مفي      خظة  هذا الWindowsتجيفةه تيمةل عفى  OpenCV++   ميلكعة     Cالكلخالاجةة   تمة  اكة س  العكش يج سف ة  

ي الية  نم اليفا   ي  ولال الخظك إلى العة ش   ي  هذه الفاارمية  ي  سيةد   عفى سةةةةعةل المث ل   تملخه  ييكف  ي  إاا ا ن شةةةةفب ي  ياةةةة سن  سمك  ف

 يكي،  تمل  نن تي عد نتةن  ارشف ت الذت  تي شان ي  يأ ال جيدت  نم عيفة  
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Abstract: 

In this study, we made a simple, low-cost algorithm for tracking eye 

movements and eye blinks in real-time and non-real-time. Several methods are 

being used right now. Show parts of the face, like the eyes, or the whole face. 

For this reason, OpenCV enables high-level programming to implement reliable 

and accurate detection algorithms like Haar Cascade. Pay attention to how 

hardware, like a computer, can only use a certain amount of resources 

(processing power). The system has been proven to work in tests with 15 people 

of different ages and backgrounds. These tests are done to see how the user and 

the device work together and ensure everything works correctly. The In the tests 

done, the system worked between 80% and 100% of the time. The results 

showed that Haar Cascade had a significant effect on the detection of faces in 

100% of cases, while the eyes and pupil where they overlap (light and shade) 

were less effective. In addition to looking at how well these activities worked, 

the demo application also showed that user restrictions shouldn't stop people 

from enjoying and using a certain type of technology. The programme was 

written in C++, and the OpenCV library makes it work on Windows. This 

system has many uses in the real world and in science. By looking at the data 

from this algorithm from afar, for example, it can tell if someone has an eye 

disease or is tired. It can also help people who have physical or mental problems. 

Keywords: Eye Control System, Face Detection, EMG, Eye Detection and Tracking, OpenCV. 
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1. INTRODUCTION 

When "eye tracking" is used in this context, it means figuring out where the user is looking. Most of the time, 

figuring out where someone is looking means figuring out who they are looking at.  The thing that people look at [1-3] 

Eye tracking goes back to the 18th century.  [2, 3] In 1792, Wells wrote about "after images," also called "ghost images."  

the way the eyes move [6]. During the 1800s, Javal (1879)  and Lamare (1892) got eye movements that could be heard 

by using a  The eyes and ears are linked together with a rubber band. In 1901, Dodge and Cline made the first small, 

unobtrusive radio. Eye movements (horizontal eye movements) are measured. Only) by taking pictures and using light 

reflections from the eyes. Jung took both vertical and horizontal eye measurements in 1939, Movements simultaneously 

with electrodes on the skin close enough to see [2].  

Electrooculography is another name for this method. (EOG) is a test that measures the electric fields of the eyeball. 

Dipole [4, 5]. The method also led to the (theoretical) processing of gaze data in real time using analogue electronics. 

In the 1980s, small computers got strong enough to do eye tracking in real-time, which made it possible to use Eye 

trackers that use video (Video-OcculoGraphy) for people's interaction with a computer. Since the 1990s, there have been 

a lot of eye trackers That are being used more and more often. Price drops for the tracking systems grew in popularity, 

mostly for marketing research or studies of how things work. Scientists began to study how eye-trackers could help 

people and computers work together. Our research aims to use OpenCV and Python to track eye movement and calculate 

its frequency in real-time  (camera)  and non-real-time (video). In a simple and low-cost way and also where it is possible 

to monitor the condition of the eye from a distance. The rest of the paper is organized as follows. Section 2 presents the 

related work. Section 3 describes the research methodologies, followed by a discussion and conclusion.  

2. Related Works  

There are many studies on eye movement tracking, especially using Python's computer vision OpenCV library. We 

will be clarifying some of the previous studies in this field. Dhaval Pimplaskar et al. Robust and accurate algorithms for 

tracking the eyes in real time are fundamental problems in computer vision. Using initial centroid analysis, this paper 

suggested a way to figure out where and how the eyes look. Position of the eye between high and low blockage. This 

paper shows a way to determine if someone blinks their eyes in real time. Environment. Connected component and 

centroid methods are used to track eye blinking. Intel's open-source OpenCV platform [6], Shruti Mohanty et al. Drowsy 

driving causes thousands of deaths annually. Complex systems have been created to detect driver tiredness, but this 

research investigates a simpler, more effective alternative. This article uses Python and Dlib to detect drowsy drivers. 

Dlib's form detector maps face landmarks and detect tiredness by monitoring eye and mouth aspect ratios. The 

suggested system's performance is evaluated using a public dataset and lab-captured real-time videos. The proposed 

system had a 96.71% video recognition accuracy [7]. Ahmad Aljaafreh et al. Eye movements are linked to cognitive 

processes, making them a useful research tool for studying human behaviour. Eye motions can reveal brain activities. 

This research uses a low-resolution webcam to create an eye tracker and saccades measurement tool. Using open-source 

software (Python), a consistent technique is created to record the eye location time series on a camera. Several algorithms 

extract high-level saccadic eye movement measures from raw gaze outputs. Ten normal and MS patients participate in 

a pilot study. The suggested system is quick, simple, and efficient for eye tracking and saccade assessment. Clinicians 

and doctors can use the instrument to diagnose neurological problems [8]. 

3. Research Methodology   

Before we get into the specifics of an Eye tracking system, let's learn a bit about the eye and think about what we 

could do. There are three main parts to the eye, and shows in Figure 1.  

Figure1 shows The main parts of the eye. The black circle in the middle is the pupil, Iris is the larger circle that can 

look different for each person, and Sclera always looks white. This article is a detailed guide on using Python and the 

OpenCV library to find and follow your students' movements. It is a step-by-step guide with a full explanation, so even 

people who have never done it can follow along. In our project, we need to get some important libraries, such as Idlib, 

OpenCV-python and NumPy. The system uses a computer camera or saved video to track eye movement through Python 
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code. Figure 2  shows the flow diagram of the proposed eye-tracking system, During this algorithm, the head was fixed 

so as not to affect eye-pupil movement. 

 

Figure 1: Parts of The Eye[9]. 

 

 

Figure 2: Block diagram of a typical eye-tracking system. 

Each image captured by the computer's front-facing camera served as input to the procedure depicted in Figure 2, 

making this an iterative procedure. To ensure that this system may be integrated into existing and future applications, 

an open-source bookstore (OpenCV) was built. In this project, we built a structure incorporating tried-and-true practices 

and modern approaches. All of the phases described below are processed within this library. 
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3.1. Image Capturing 

The main goal of this part is to make different frames based on what the computer's front camera records on video 

in real time, The specifications of the computer used are: Core i5 processor; GTX 1050 GPU; DDR4 RAM; Hard 512 

SSD; and 720 cameras.In the next step, called "pre-processing," the image is changed from colour to grayscale, and the 

number of channels is cut from three to one. The image is also equalized to help with Detection. We use the cat colour 

function to turn each frame into a black-and-white image, Figure 3 shows. 

 

Figure 3: Acquisition and pre-processing operation. 

 

3.2. Face Detection 

Each image taken in part 1 starts to be worked on. The Haar Cascade object detector[10], which is trained to how 
track faces, is used to do this. Paul Viola and Michael Jones came up with the Haar Cascade method in 2001 [11]. It works 
very well. This is a machine-learning process in which the cascade function was taught from a large range of examples. 
There are images with faces that are good and images without faces that are bad [12, 13]. Once it's been after it has been 
taught, it is used to find things in pictures. In this project, the algorithm tracks the face and eyes [12-14]. The algorithm 
needs a lot of good and bad images to train the classifier. The summed area tables or integral images were one of the most 
important things that Viola and Jones did (see equation1). Integral images can be considered search tables with two 
dimensions that look like a matrix the same size as the original image. Each part of the whole picture comprises the sum 
of all the pixels in the upper left corner of the original image, which is where the element is.As you can see in Figure 4, 
this means that the sum of the rectangles in an image can be found in any place or at any size with just four searches. 
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Figure 4: Haar Cascade integral images. 

Because of this system, Haar features of any size image can be used simultaneously, cutting down on processing time 
and making the system run better. Because of this, this type of template has been shown to work in the field of eye 
tracking, matching, and sorting techniques [15]. By getting the image matrix, you can get all the different face-tracking 
data, which will be looked at in the next step. At this point, more information is also gathered that lets you track your 
head. The next picture shows more about part 2. Lastly, it's important to discuss the algorithm made during this phase. 
This completes the whole process shown in Figure 5, including filtering. 

 

Figure 5: Daigram of Face Detection. 
 

3.3. Eye Detection 

In the third part, we start with the face detection matrix and change it so that processing only happens in the head's 
area of interest (ROI). Again, the same OpenCV resource is used to find both eyes. This time, a specially made Haar 
Cascade is used to find them. As a result, a matrix is made with both eyes. It was decided to work with only one eye so 
that the image matrix created by the Haar Cascade could be cut in half. This means that processing time could also be cut 
in half, which is important in real-time applications. Last but not least, this is the matrix that moves on to the next part. 
Figure 6 shows in detail the process and the result. 
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Figure 6: Diagram of Eye Detection. 

During the eye detection phase, the algorithm that can tell when the eye blinks is made. The blink Control algorithm 
carries out the phase 3 process and its filtering stage: blink Control Algorithm: What It Does. This algorithm controls the 
blinking of the eyes. Eye open, Eye close, and  How long the eye is closed for The call to a second method that filters the 
different states is also included. Figure 7 is a flow chart showing how the filtering method works. When the eye goes 
from open to closed, the meter starts counting, and when the eye goes from closed to open, it stops counting. This lets the 
meter figure out how long the eye is closed. 

 

Figure 7: A flow chart for filtering the blink Control algorithm. 
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3.4. pupil Detection and Tracking 

Due to the hardware requirements mentioned in the first stage, different methods [16] were tested, but some couldn't 

be used because of hardware limitations. The Hough transform Circles, often used to find circles, are a good example 

of this (such as the pupil). Figure 8 shows this is impossible because the image is not clear enough to find the pupil 

(circle). 

 

Figure 8: Eye region of interest. 

Figure 8 shows that because of the quality of the camera, the Hough Circles did not change to be used correctly. 

When the signal was amplified, the low resolution and interference (eyelashes) made it hard to see. Bright pupil eye 

tracking is the process of capturing and processing eye images with a set of illuminators that are placed close to the 

optical axis of the camera. The light enters the eye, reflects off of the retina, and then exits the eye on axis and directly 

back into the camera. This causes the pupil to appear brighter in the image. It is the same phenomenon that causes the 

"red-eye effect" in photographs. The eye tracking algorithms identify the pupil by searching for a bright elliptical form 

in the image. An image so much that a circle could not be seen. In the end, it was decided to use the matrix values from 

the last step, with the darkest values coming first. The value of the eye's pupil is found. A system was made to figure 

out the direction of gaze that doesn't need to be calibrated every time it's used because it's made to work in the 

background with little user input. The following method was done with a tool that only needs to be set up once by the 

user. After this step, data for eye tracking is collected, and the goal comes at the end. That was explained when eye 

tracking began. The process is then repeated to find the pupil, as shown in Figure 9. 
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Figure 9: Diagram of pupil detection and Tracking. 

To finish this last part of the fourth stage, a new algorithm was made that eye tracking in charge. Eye control 

Description The above algorithm is based on the coordinates of the pupil and the width of the eye's region of interest. 

Figure10 shows how this can determine the gaze direction (left, centre, or right). 

 

Figure 10: Processing margins for eye tracking. 

Two margins were found, and They change depending on how big the user's eyes are. After they've If the central 

sensor has been set up, it is possible to tell if a person is looking left, right, or in the middle. The pupil's point goes past 

any of the lines. Also included is a call to a second method responsible for filtering the different positions. The flow 

chart in Figure 11 shows how the filtering method works. Events happen when the centre moves to the left and the centre 

to the right. 

 

Figure 11: The Flow of the eye control algorithm filtering process. 
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4. Result from Analysis and Discussions 

Initially, I applied this system to track eye movement in real-time to obtain the motion wave and its frequency to 

analyze the components of this wave. Also, I can track each eye separately or both in this system. I experimented with 

the left eye, As shown in the Figure 12. 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 
 

Figure 12: Real time eye movement tracking system test :(a) Blinking, (b) Left movement, (c) Right movement, (d) Up movement, 

(e) Down movement. 

After completing the recording process, for the time being, we will get two waves, the first representing the eye 

movement waveform and the second representing its frequency, as shown in figure 13. 
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(a) 

 

(b) 

 

Figure 13: Output waveform for real-time eye  movement system : (a) Time domain eye movement signal, (b) Frequency domain 

eye movement signal. 

In the second part of the system testing process, I tested the tracking process in non-real-time through a video stored 

on the computer, which is very useful for remote study and analysis. I tracked each eye separately, as shown in Figure 

14, VOG can sometimes be challenging, especially due to pupil detection problems (e.g., blinking, droopy eyelids, etc.) 

as compared with EOG, which has challenging It is affected by the interference of signals and cannot analyse the signal 

remotely. 

(a) 

 

(b) 

 

Figure 14: Non real-time eye movement tracking system test : (a) Right eye tracking, (b) Left eye track. 
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5. Conclusion  

      This paper describes our algorithm for real-time and non-real-time eye tracking. The Haar Cascade algorithm 

tracked, found, and applied filters to improve results. This approach works at 25–30 fps. OpenCV and the Single 

camera view extension power the C++ Windows app. Our instructions Video surveillance findings are good in 

bright light.The circular Hough transform is commonly employed for iris centre detection, a crucial step in eye 

tracking progression. When ambient light changes, the typical circular Hough transform method's accuracy drops. 

To solve this, a facial feature detector detects the eye as a region of interest (ROI), tracks the eyes, and classifies 

eye locations as left, right, or centre to identify the gaze. The classifier scans pixels to classify eye position for 

accuracy. Python implements OpenCV's eye-tracking method for portability. Iris detection and fixation position 

classification accuracy averaged 80% and 100%, respectively. 
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