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1. INTRODUCTION 

         Worldwide, machine learning algorithms are changing the way diseases are diagnosed, and boosting is a 

powerful method that has become popular because it can enhance model performance. Boosting is a machine 

learning technique that creates a strong ensemble model by merging the predictions of several weak models.  

         Boosting is a flexible way of placing several weak learners one after the other. The new approach makes 

a competent learner with less bias at the conclusion of the process by intuitively focusing on the findings that 

have been demonstrated to be the hardest to match up to this point [1]. Boosting is suitable for many machine 

learning applications, including regression, ranking, and classification, since it can manage complex data 

patterns, including non-linear correlations and interactions. Because boosting concentrates on misclassified data 

and assigns them more weights than other machine learning algorithms, it is less susceptible to noise in training 

dataset and lessens the influence of noisy data on the final outcome predictions [2].  

         Boosting approaches can still offer some understanding, nevertheless, by helping to comprehend the 

relative importance of different features in the process of prediction through feature significance rankings. 

Boosting is intended to help the model learn from its mistakes and enhance its performance iteratively by giving 

priority to samples that were misclassified in earlier iterations [3]. Identifying the disease that most closely 

matches a person's symptoms is known as disease diagnosis. The most difficult problem to diagnose is one of 

unclear symptoms and indicators; identifying the condition is essential to treating any illness. Based on 

historical training data, machine learning is a field that can assist in predicting the diagnosis of disease. 

Disease prediction has gained substantial attention as a study topic due to the abundance of available data. 

Researchers can use these databases to create disease prediction models for decision-making systems, which 

enables better illness diagnosis and treatment at an earlier stage. Early diagnosis and timely treatment are the 
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most effective ways to lower the rates of disease-related mortality.                                                           

         To efficiently recognize a broad range of circumstances, numerous scientists have developed a variety of 

machine learning methods. A model that forecasts diseases and their therapies can be produced by machine 

learning techniques. A patient's health may be greatly impacted by common disorders such as skin cancer, 

kidney disease, diabetes, liver disease, heart disease and migraine disease. Improving the management of 

chronic pain requires figuring out the underlying causes of the condition and making it possible to customize 

treatment [6].                                      . 

       This study investigates diseases prediction studies based on boosting learning. Initially, a number of disease 

prediction models have been identified by searching through the research and analyzing the disease types that 

are taken into consideration. Finding key patterns in the boosting techniques applied to different base model 

learners, their accuracy, and the kinds of disease that have been researched in the literature are the goals of this 

research. Furthermore, a summary of the advantages and disadvantages of several boosting strategies is 

provided. The results of this study will aid in the establishment of research priorities by assisting researchers in 

better understanding current trends and hotspots in diseases prediction approaches that employ boosting 

learning.  

In this review, the following research questions will be examined: 

1. What techniques of boosting have been employed?  

2. What patient’s information database has been utilized?  

3. What kind of diseases can boosting algorithms classified? 

 

       The objective is to add to the corpus of knowledge by addressing this questions and offering insight into 

how boosting approaches might be applied to enhance the management and treatment of patients. 

       An overview of the article's remaining sections is provided below: Section 2 provides a quick overview of 

the boosting learning. Section 3 presents details on the scientific studies based on boosting learning. Section 4 

concluded this work. 

2. BOOSTING LEARNING  

       A method for ensemble learning called "boosting" fits a dataset to progressively weaker learners. The goal 

of each successively fitted weak learner is to minimize the errors from the preceding one. New subsets are 

constructed from the items that the previous model misclassified. Then, by employing a cost function to 

integrate the weak models, the ensemble process enhances its performance. It clarified that, in contrast to 

bagging, each model operates independently prior to combining the inputs; there is no final model selection [5].  

      Boosting is a useful technique for addressing identification and regression issues. Figure 1 illustrates the 

flowchart of the boosting approach. In a machine learning ensemble learning, boosting makes the model easier 

to interpret and aids in lowering bias and variance. Boosting has the disadvantage that each classifier has to 

correct the mistakes made by its predecessors. The problem of scaling consecutive training in boosting 

represents numerous challenges in its implementation. As the number of repetitions increases, it becomes 

increasingly computationally expensive and susceptible to overfitting [7]. 

 

Fig. 1.  The Framework Used in the Boosting Approach [8] 
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The boosting algorithm's steps [9] 

 

1- Weight initialization: Every training example has the same weight at the beginning of the process. 

2- Training: A Weak Learner is trained using the weighted training data. A weak learner is a basic model that 

very slightly beats random guessing.  

3- Error computation: The weak learner's error on the training set is determined. The mistake is the weighted 

total of cases that were incorrectly classified. 

4- Reset weights: Reset weights based on the training examples' error rate. Incorrectly classified instances have 

lower weights than correctly classified examples, with the former receiving higher weights. 

5- Repeat steps 2-4. During each cycle, a fresh weak learner is educated using the newly adjusted weights of 

the training samples. 

6- weak-learner combination: Every weak learner that was trained in the earlier stages is included in the final 

model. Every weak learner's accuracy is assigned a weight, and the final prediction is determined by adding up 

all of the weak learners' weights. 

7- Predict: The completed model is utilized to estimate the class labels of new cases. Table 1 bellow illustrates 

the advantage and disadvantage of boosting learning algorithms. 

TABLE I.  THE ADVANTAGE AND DISADVANTAGE OF BOOSTING LEARNING ALGORITHMS 

 

Boosting advantage 

 

Boosting disadvantage 

Boosting methods allow a model to provide a more accurate 

forecast that is unassailable. 

Boosting methods have the potential to overemphasize the 

outliers and induce overfitting. 

It works with both categorical and numeric variables, there is no 
need for data pre-processing. 

The gradient boosting approach is computationally demanding 
because it continuously seeks to eliminate errors and 

necessitates several trees. 

Compared to other algorithms, boosting techniques may 

optimize many loss functions and offer multiple hyperparameter 

tweaking choices, making them far more versatile. 

It's a memory-intensive and time-consuming algorithm. 

 

Missing data is handled automatically, therefore there is no need 

to impute in the dataset. 

Several parameters are produced by these techniques' 

tremendous flexibility, which directly influences the model's 
behavior. 

It's among the best methods for resolving two-class 

categorization problems. 

Because of the increasing algorithmic complexity, real-time 

implementation of boosting is difficult. 

 

2.1 BOOSTING LEARNING ALGORITHMS   

2.1.1 GRADIENT BOOSTING MACHINE      

        Gradient Boosting Machine is a machine learning method that uses boosting in a functional space to 

produce a prediction model in the form of an ensemble of weak prediction models, or models that make minimal 

assumptions about the data and are usually straightforward decision trees. The algorithm that results when a 

decision tree is the weak learner is known as gradient-boosted trees. The gradient-boosted trees model is 

constructed in a stage-wise manner similar to other boosting methods, but it extends the capabilities of the other 

methods by permitting optimization of an arbitrary differentiable loss function. To obtain the final predictions, 

a GBM, aggregates the predictions from several decision trees. Recall that in a gradient-boosting machine, 

decision trees represent all of the weak learners. The Gradient Boosting method has been extensively 

investigated and utilized in numerous domains, including pharmacology, oil production monitoring, diesel 

engine fault detection, and hot spot classification [8, 10].  

2.1.2 EXTREME GRADIENT BOOSTING (XGBOOST) 

       XGBoost is known as Extreme Gradient boosting, is another well-liked boosting technique. As a matter of 

fact, XGBoost is only the GBM algorithm modified, XGBoost functions according to the same process as GBM. 

In XGBoost, trees are constructed in a sequential manner with the goal of fixing the mistakes made by earlier 

trees.  A key difference between XGBM and GBM is that the latter is slower due to its implementation of 
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parallel preprocessing. Numerous regularization strategies are also included in XGBoost, which lowers 

overfitting and boosts efficiency overall. Setting the XGBoost algorithm's hyperparameters will allow you to 

choose the regularization method [11].  XGBoost is a member of the gradient boosting framework, which is a 

subset of ensemble learning. It adds regularization techniques to improve the generalization of the model and 

uses decision trees as foundation learners. Widely utilized for tasks including regression, classification, and 

ranking, XGBoost is well-known for its computational efficiency, feature importance analysis, and management 

of missing values [12]. 

2.1.3 LightGBM 

 

       The gradient boosting technique LightGBM is tree-based and use leaf-wise tree growth rather than depth-

wise development. Because of its speed and effectiveness, the LightGBM boosting algorithm is gaining 

popularity every day. Large volumes of data can be easily handled with LightGBM. However, bear in mind that 

fewer data points mean worse performance for this method. A framework for high-performance gradient 

boosting is called LightGBM. It is made to be accurate, scalable, and efficient. Its foundation is a decision tree 

architecture intended to lower memory consumption and increase model efficiency. Furthermore, LightGBM 

uses techniques based on histograms to generate trees more quickly. LightGBM's efficiency is enhanced by 

these methods, which also offer it an advantage over competing gradient boosting frameworks. Competing 

optimizations include leaf-wise tree development and effective data storage formats [13, 14]. 

        

2.1.4 AdaBoost  

       AdaBoost algorithm, short for Adaptive Boosting, is a Boosting technique used as an ensemble method in 

Machine Learning. It is called Adaptive Boosting as the weights are re-assigned to each instance, with higher 

weights assigned to incorrectly classified instances. It creates a model by assigning each data point an equal 

weight. Points that are incorrectly classified are therefore given greater weights. In the upcoming model, all the 

points with higher weights will now have greater significance. Until and unless a smaller error is received, it 

will continue training models [15]. 

       AdaBoost uses a greedy approach to add the appropriately weighted predictor to the current model at each 

iteration in order to minimize the misclassification loss [16]. While Gradient Boost applies this strategy to any 

differential loss function, AdaBoost maximizes the exponential loss function. 

      AdaBoost approaches have been studied and compared with single classifier techniques like support vector 

machines and decision trees in the field of financial crisis prediction. Adaboost-based online algorithms are 

given for building local parameterized detection models on each node; this is another use of AdaBoost, namely 

dynamic distributed network intrusion detection [17].  

 

3. RELATED WORK 

         This work reviewed a number of recent studies that predicted several serious diseases based on boosting 

learning. Boosting algorithms are employed to enhance the precision of forecasts generated by weaker models, 

like decision trees. The study in [18] examined and compared boosting algorithms on a diabetic dataset using 

knowledge discovery techniques. ROC curves are created and average accuracy values are compared in order 

to assess the efficacy of the boosting techniques. The study's results showed that the Gradient Boosting, 

CatBoost, AdaBoost, XGBoost, and LightGBM algorithms had success rates of %85, %88, %83, %87 and %86, 

when measured in terms of  accuracy.                                                                            

        One well-liked ensemble learning technique, boosting, was used in [19] to increase CKD prediction 

accuracy. There are five included boosting algorithms. A machine learning repository at UCI called CKD 

provided data sets for their experiments. Together with appropriate hyperparameter tuning and feature selection, 

a number of preprocessing processes were used to improve prediction performance. Each characteristic in the 

dataset that contributed to CKD was evaluated for significance. Each model's performance was assessed using 

runtime, accuracy, recall, precision, F1-score, and ROC/AUC. AdaBoost was shown to perform the best overall, 

having the highest score across nearly all performance metrics. For the training and testing sets, it achieved 

98.47% accuracy, respectively. Additionally, their model performed better on the AUC-ROC curve and showed 

improved recall, precision, and performance.             

        A gradient boosting method was used by DAS et al. [20] as the best performer in forecasting the probability 

of community death owing to COVID-19, demonstrating the usefulness of this algorithm in healthcare settings. 

In [21] an XGBoost-based diabetes prediction method is proposed, in which some significant characteristics 

https://doi.org/10.25195/ijci.v50i2.506
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are derived from the experiment data's text features and the numerical features are separated. The findings of 

the experiment demonstrate that the enhanced XGBoost approach with feature combination has an accuracy of 

80.2% for diabetes prediction, making it a practical and useful method for diabetes prediction. 

        In [22] a novel method that combines data mining classification techniques was introduced. They then 

created an ensemble approach that makes use of AdaBoost, and gradient boosting algorithms. To predict liver 

disease, Rehman, M.U. et al. [23] proposed the unique machine-learning approach to present a non-invasive 

iris feature-based method. Among the 879 patients from Pakistan in the experimental setup, 453 had chronic 

liver disease and 426 were healthy. This data set was used to train the models. With an infrared camera made 

up of a lens, a thermal sensor, and digital electronics processing, the iris images were gathered. By employing 

unique feature forms—22 physiological and 33 iris features—the lens concentrates on the infrared radiation on 

the sensor. Eleven separate classifiers were merged into a single classification framework for a non-invasive 

system, and the outcomes were compared using cross-validation techniques. Accuracy, F-score, precision, 

sensitivity, and specificity were the five parameters used to analyze the model's overall performance. These 

findings validated the non-invasive model's 98% prediction accuracy for chronic liver disorders. 

       In order to predict heart disease based on certain 12 medical parameters, Theerthagiri et al. [24] investigated 

a gradient boosting algorithm based on recursive feature elimination. In [25] a novel approach to get optimal 

features for individual models and their ensemble for skin disease was presented, combining four distinct 

filtering techniques with three integrated feature selection approaches. The suggested machine learning-based 

ensemble method was able to use the one vs. many classification strategy to categorize skin disease types into 

six groups on dermatology datasets. According to the findings, the Adaboost algorithm achieved 92.98 

accuracy. Their study demonstrates how boosting learning techniques can more successfully and precisely 

forecast skin conditions. 

         In [26] a study proposed a prediction model for dementia risk using XGBoost and derived variable 

extraction from numerical dementia data. The method used gradient boosting to extract variable importance 

and generates derived variables. A Top-N group was created, and hyper-parameter tuning was conducted for 

optimal performance. The Top-20 model showed the best performance, with an accuracy of 85.61%. 

        In [27] a classifier based on the ensemble approach to enhance the effectiveness of kidney disease 

diagnosis classifiers was suggested. Through the use of ensemble methods, learning algorithms are combined 

to produce predicted performance that is superior to that of any one of the individual learning algorithms. 

Furthermore, the system's performance is measured on the receiver operational characteristic curve and data 

was examined using tenfold cross-validation. Their ensemble-based approach achieves the state-of-the-art 

performance, as demonstrated by extensive tests on CKD datasets from the UCI machine learning library. 

        In [28] the study used boosting algorithms (AdaBoost and XGBoost) to investigate Alzheimer's patients 

residing in South Korea in order to determine the predictors of anxiety. They also validated the machine learning 

algorithm with the best prediction performance. In order to conduct an early dementia screening in rehabilitation 

facilities, they examined 253 senior citizens with a diagnosis of Alzheimer's disease. Their study used XGBoost 

and AdaBoost to create models to predict the anxiety levels of people with Alzheimer's dementia. According 

to the study's findings, the model with the best prediction performance was found to be XGBoost based on 

SMOTE (accuracy=0.84, specificity= 0.81, and sensitivity=0.85). As a result, the results of the research 

indicated that employing an SMOTE-XGBoost model rather than an SMOTE-Adaboost model would result in 

greater accuracy. 

        In order to improve the accuracy of liver disease diagnosis, Adaboost and Firefly Algorithms were 

integrated in [29], ten machine learning features from the University of California, Irvine were included in the 

dataset, which has 583 independent records total. 20% of the data were used for testing and the remaining 80% 

for training. Compared to models without feature selection, the hybrid feature selection model demonstrated 

improved performance. The model's performance was impacted by the features chosen were 98. 61% and 94. 

15%, respectively. 

       The study in [30] was investigated data-driven methods for identifying patients with these disorders by 

using supervised machine learning models. Their approach involves a comprehensive search of all feature 

variables present in the National Health and Nutrition Examination Survey (NHANES) dataset. This allowed 

them to create models that detect cardiovascular disease, pre-diabetes, and diabetes. Several machine learning 

models, including random forest, gradient boosting, logistic regression, and support vector machines, were 

tested for their ability to classify data using various time-frames and feature sets derived from laboratory 

analysis. The 131-variable ensemble model for cardiovascular disease that was built had an accuracy of 83.9% 

when laboratory results were used, and an (AU-ROC) score of 83.1% when laboratory values were not used. 

https://doi.org/10.25195/ijci.v50i2.506
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EXtreme Gradient Boost (XGBoost) model got an AU-ROC score of 95.7% (with laboratory data) and 86.2% 

(without laboratory data) in diabetes prediction (based on 123 variables). With no laboratory data, the ensemble 

model got the highest AU-ROC score for pre-diabetic patients (73.7%), while XGBoost did best with 

laboratory-based data (84.4%). 

        A pipelined framework for diabetes prediction and classification was developed by A.Mujumdar and V. 

Vaidehi in [31]. A few important factors impacting the development of diabetes were taken into consideration, 

such as age, insulin, body mass index, glucose level, and so forth. The dataset consisted of eight hundred 

samples of patient data. Ten characteristics in all were picked for investigation. The implementation made use 

of several AI/ML strategies. The highest accuracy was 98% for AdaBoost. 

         In order to increase classification accuracy and promptly identify seizures, a machine learning approach 

based on a modified XGboost algorithm was used in [32]. To reduce sample mismatches between training and 

testing and improve classification model performance, the classic XGboost classifier model used a focused loss 

function. To evaluate the suggested classification model, the CHB-MIT SCALP Electroencephalography 

(EEG) dataset was used. That analysis of the suggested classification model's performance made use of the data 

collected for each of the 24 patients from the CHB-MIT Database. The proposed classification model's 2-class 

seizure trial outcomes were compared to a number of cutting-edge seizure classification models in this instance. 

The nature of the 2-class seizure was determined using cross-validation studies, where the prediction was 

seizure or non-seizure. The average specificity and sensitivity metrics scores were almost 100%. The suggested 

model outperforms the best conventional method in terms of average specificity at 1% and average sensitivity 

at 0.05%. The suggested modified XGBoost model performs better on average in terms of sensitivity and 

specificity than all current state-of-the-art seizure detection methods. Table-2 bellow illustrates more details 

about the reviewed studies dataset. 

TABLE II.  SUMMARY OF THE REVIEWED STUDIES DATASET 

Ref. 

No. 

Dataset 

Size 

Dataset Type Balancing 

Technique 

No. of 

Healthy  

Instances 

No. of Sick 

Instances 

Dataset used 

[17] 568 Balancing  SMOTE 500 268 Not mentioned 

[18]  400 Balancing SMOTE 150 250 Chronic Kidney Dataset 
collected from UCI 

machine 

learning repository 

[19]  3,524 Balancing SMOTE and 

ADASYN 

Not 

mentioned 

Not mentioned Korea Center for Disease 

Control and Prevention 

[20]  768 Unbalancing Not used  Not 

mentioned 

Not mentioned National Institute of 

Diabetes and Digestive 

and Kidney Diseases 

[21]  366 Unbalancing Not used  112 254 University of California 

- Irvine machine learning 

repository 
(http://archive.ics.uci.edu

/ml). 

[22] 583 Unbalancing Not used 416 167 UCI Indian Liver Patient 

[23]  70000 Unbalancing Not used Not 

mentioned 

Not mentioned Kaggle repository 

[24]  366 Unbalancing Not used 112 254 UCI Dermatology 

[26] 570 Unbalancing Not used Not 

mentioned 

Not mentioned Open Access Series of 

Imaging Studies (OASIS) 
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[27]  400 Unbalancing Not used 250 150 UCI Chronic 

Kidney 

[28]  253 Balancing SMOTE Not 
mentioned 

Not mentioned  
Central dementia center  

 

[29]  400 Unbalancing Not used 248 152 University of California, 

Irvine 
(UCI) repository 

[30] 8459 Balancing Under- sampling 7012 1447 National Health and 
Nutrition Examination 

Survey   

[32] 983 Unbalancing Not used Not 

mentioned 

Not mentioned CHB-MIT Database 

 

Table-3 bellow illustrates more details about studies based on the boosting algorithms. 

TABLE III.   SUMMARY OF REVIEWED STUDIES BASED ON BOOSTING ALGORITHMS 

 

Ref. No. Best Boosting 

Model 

Features  Disease  Aim of Study No. of 

classes 

Accuracy (%) 

[17] CatBoost 9   Diabetes mellitus Diagnosis 
 

2 88% 

[18]  AdaBoost 24 Kidney disease Prediction 2 98.47%, 

[19]  Gradient boosting 4 Covid-19 Prediction 2 97.1% 

[20]  XGBoost 

Algorithm 

8 Diabetes Prediction 2 80.2% 

[21]  Gradient Boosting 15 Skin disease Prediction 6 99.46% 

[22]   XGBoost 10 Liver Diseases  Diagnosis 2 86.7% 

[23]  Gradient boosting 11 Cardiovascular Prediction 2 89.7 % 

[24]  AdaBoost 34 Erythemato 

Squamous 

Prediction 6 97.4% 

[26] XGBoost 21 Dementia Risk Prediction 2 85.61% 

[27]  AdaBoost 25 Kidney Disease Prediction 2 99% 

[28] XGBoost 7 Alzheimer’s 

Dementia 

Prediction 2 84%  

[29]  AdaBoost and 
LightGBM 

25 Kidney Disease Prediction 2 99.75% 

https://doi.org/10.25195/ijci.v50i2.506
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[30]  XGBoost 131 Diabetes and 

Cardiovascular 

Disease 

Prediction 2 83.8% 

[32]  XGBoost 24 Seizure Prediction 2 99.99% 

         

4. CONCLUSIONS 

       Boosting learning algorithms are the most commonly used to develop and improve various early disease 

prediction systems because they lower bias and variance. This literature review discusses that boosting 

approaches compared to other machine learning methods increase classifiers' accuracy. This work offers a 

thorough analysis of the studies on chronic diseases prediction models that make use of different boosting types, 

along with a summary of the boosting methodology. The literature-based publications' descriptions offer crucial 

details on the performance of these algorithms in different configurations. Additionally, this study can help 

researchers to identify the best boosting technique for disease forecasting. The review's findings demonstrated 

that in comparison to other algorithms, the adaboost algorithm attained a high accuracy of over 90%. The using 

of two boosting algorithms together can increase accuracy. By using AdaBoost and LightGBM, the accuracy 

was 99.75%. XGBoost and Gradient Boosting techniques were employed more frequently in studies than other 

boosting algorithms.  
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