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Abstract 

In the last decade with the expansion of cyber multimedia activities, concepts like 

authentication, identification and verification became a must. Audio is one of the challenging 

media in cyber security for its complicated nature. Watermarking rises as an important methods 

used in securing audio files and other media. In this research a new method is used for extracting 

the signal features from random positions in the original audio signals by some signal 

calculations in time domain and hide them within the same audio in other positions after 

transforming the samples in these positions using lift wavelet transform, all positions were 

chosen depending on random walk method and a secret key. The extracted features will be 

compared with the hidden features (watermark) for verification. The proposed method was 

tested against compression (mp3) and noise addition (White Gaussian noise). Many types of 

performance measurements like peak signal to noise ratio, bit error rat, mean square error and 

others were used to measure the efficiency of the proposed method.  

Keywords: LWT, Feature extraction, audio, watermark, authentication, random walk.  
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 الخلاصة

في العقود الماضية ومع التطور السريع لاستخدام الوسائط المتعددة في شبكات السايبر, المفاهيم كالموثوقية, التمييز والتعرف 

الالكتروني اصيحت ضرورة. الصوت هو احد الوسائط المستخدمة في السايبر والذي يعتبر الاكثر تحديا لطبيعته المعقدة. 

المهمة المستخدمة لحماية الملفات الصوتية عبر الشبكة. في هذا البحث طريقة جديدة لتوليد العلامة المائية تعتبر من الطرق 

علامة مائية من اماكن معينة ضمن الملف الصوتي باستخراج خواص الاشارة الصوتية في هذه الاماكن وبطرق رياضية 

, جميع المواقع المستخدمة في  LWTم ومن ثم اخفاءها في اماكن اخرى ضمن نفس الملف الصوتي وبعد تحويلها باستخدا

استخراج العلامة واخفاءها يتم ايجادها من خلال مفتاح سري واحد وطرق المسير العشوائية. العلامة المستخرجة من قبل 

المستلم يتم مقارنتها مع العلامة المحسوبة ليتم التاكد من صحة الملف الصوتي. تم فحص الطريقة المقترحة بعد المهاجمة 

 ,PSNRوطريقة اضافة الضوضاء. تم قياس كفاءة الطريقة المقترحة بواسطة معاملات الكفاءة مثل  MP3يقة الضغط بطر

BER .وغيرها 

 , استخراج الخواص, الصوت, العلامة المائية, الموثوقية, الحركة العشوائية.LWTمحول الكلمات المفتاحية: 

 

Introduction 

Digital data such as video, audio, image and text, became very important with the expansion 

and development of Internet. Thus, the problem of securing multimedia data has a priority 

importance in security field. Digital Watermarking is one of the most affected solution to that 

problem. Watermarking is a process of hiding some critical information within the original file 

without corrupting the data. The data could be audio signals, images or video. The watermark 
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should be easily and correctly extracted by the authorized receiver and in the same time should 

be difficult to be detected by attackers. Any type of data could be used as a watermark (audio, 

image,…) Since the watermark is hidden in the original file, it could be used for many purposes 

like authentication, verification, identification and recognition.[1] A lot of watermarking 

methods use the original audio data (samples in time domain) to hide the watermark which 

cause the watermark to be fragile and easy attacked and detected. Therefore, all new researches 

went toward hiding watermark in a transformed representation of the audio data. Transformers 

like DCT, FFT, SFFT, WLT, DWT and others were used. By using transformers, watermark is 

distributed in a large spectrum (SS) which makes the watermark immune against many types 

of attacks. The wavelet methods calculate differences and averages of audio signal, breaking 

down the signal into spectrum. Wavelet transform gave two groups of values: a group of 

averages and a group of differences (the second group is called wavelet coefficients). The size 

of the averages group and the coefficients group is half the size of the original data. For 

example, if the time series contains 512 samples, the first and second group will be of size 256 

each. Most transformers use data of power 2, the spectrum results from a wavelet process reflect 

the modification in the time series with different resolutions. The first coefficient reflects the 

largest change in frequency. All later coefficients reflect modifications at lower frequencies.[2] 

In lifting transform, the wavelet finds the difference between the predicted values and an 

original values.  

Let the data be: Sn, Sn+1, Sn+2,…. , then Haar wavelet will be calculated as  shown in eq.(1):  

𝐶𝑛 =
𝑆𝑛−𝑆𝑛+1

2
       ………(1) 

Where Cn is the wavelet coefficient.  

The LWT uses a different calculation which is close to Haar as in eq.(2) 

𝐶𝑛 = 𝑂𝐷𝐷𝑛 − 𝐸𝑉𝐸𝑁𝑛 ………………..(2) 
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The LWT is a wavelet algorithms which has excellent reconstruction and the best multi-scale 

resolution.[3] In ths paper, we focus on audio signals such as music records. Audio 

watermarking is the process of hiding special data (such as features, names, images, etc.) into 

the original audio without affecting it.[4] A successful and practical watermark scheme should 

satisfy some important issues such as robustness, imperceptibility, security and great 

embedding capacity. Blind watermarking methods, which are able to extract the watermark 

without having the original audio signal are more practical and desired in cyber security.[5] 

The proposed method combines many concepts like LWT, random walk, variant length 

watermark, and blind extraction method, to present a new powerful, practical, light, and 

immune watermarking strategy.  

The Proposed method 

The proposed method is composed of many parts: (position selection, feature extraction, 

watermark hiding) for sender side, and (position selection, feature extraction, watermark 

extraction and comparison) for receiver side. Each part will be explained in details. 

2-1 Sender:  

2-1-1 Position Selection: 

This is the first step in the process of watermarking. Locations to extract the features shouldn’t 

be fixed or pre-determined, they must be variant with each new audio file to prevent predicting 

attack. The variations come not only from the random walk(RW) function, but also from using 

different keys (initial value for the RW function) in each time. Random walk function is used 

to produce random numbers which are used as positions of frames to extract features or hide 

watermark;  

Algorithm (1): Position selection 

Input: Audio data, secrete key K and number of watermarks N. 

http://www.djps.uodiyala.edu.iq/pages?id=137
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Output: Array1 (positions of frames for extracting features);  

             Array2 (positions of frames for hiding watermark); 

Steps: 

1- Begin 

2- Find the size of audio file (M); 

3- Using K as initial position  

          Array1(1) = K  

4- Find other positions for feature extraction frames using random walk function as in 

eq.(3). 

𝐴𝑟𝑟𝑎𝑦1(𝑋𝑛+1) = (𝐴𝑟𝑟𝑎𝑦1(𝑋𝑛) + 𝐵)𝑚𝑜𝑑 𝑀 ……………. (3),  

Where B is the frame size and n=1,2,…N.  

5- Use the last position found as initial value for Array2 by multiplying it by K (to make a 

jump): 

           Array2(1) = Array1(N) * K. 

6- Find the positions of watermark hiding frames using eq(4). 

𝐴𝑟𝑟𝑎𝑦2(𝑋𝑛+1) = (𝐴𝑟𝑟𝑎𝑦2(𝑋𝑛) + 𝐷)𝑚𝑜𝑑 𝑀 …………. (4), 

Where D is the frame size and n=1,2,3…N.  

7- End. 

By algorithm (1), the positions of feature extraction frames were determined (frames size is 256 

samples) and the positions of hiding frames were also determined (frames size is variant 

depends on the size of extracted features).    

  2-1-2- Feature Extraction: 

http://www.djps.uodiyala.edu.iq/pages?id=137
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Audio signals have special nature in construction, so, each chosen frame will be examined to 

find the special features representing it. 

Algorithm(2): Features extraction 

1- Begin 

2- For each position in Array1, read a frame of size(256 sample);  

3- For each frame, find all positive waves and negative waves; 

4- For each wave find the start point, number of samples representing it, maximum 

value(peak), and the position of peak; consider these values as the frame features. 

5- Create watermark array, such that: 

Watermark = All features of the frame 

6- End 

Each frame will have its own feature matrix that differs from all other frames. The whole feature 

matrices will represent the characteristics of the audio file which could be used for verification 

of the audio or even for identification if the audio file is a personal voice. 

2-1-3- Feature Hiding: 

After extracting the watermark from some random selected blocks(frames), they will be hidden 

in other random selected blocks. Hiding process is more complicated than the extraction 

process, since the hidden data should not affect the sound and should not be perceptible or 

predictable by attackers.  

Algorithm (3): Watermark hiding 

1- Start 

2- Convert each watermark to one dimensional binary vector. (Note: each WM has 

different length). 

http://www.djps.uodiyala.edu.iq/pages?id=137
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3- For each hiding frame (of size = WM), Convert using lift wavelet transform (type Haar); 

4- Take only the coefficient vector of LWT and convert to binary. 

5- Replace the least significant bit LSB with one bit of the watermark binary vector. 

6- Apply inverse transform (ILWT); 

7- Return the sound frame to its original place in the sound file; 

8- End 

By the end of algorithm(3), a watermarked sound file was created and ready to be sent. 

2-2 Receiver: 

Since the proposed watermarking algorithm is blind, the receiver doesn’t have the original audio 

file; only the watermarked file is received; he has to apply the same algorithms(1, 2, 3), using 

the same secret key. 

By applying algorithm(1) and (2), the receiver extract the features and is ready to continue with 

the watermark extraction. 

Algorithm(4) : Watermark extraction 

1- Start 

2- For all features extracted by algorithm(2) on watermarked received audio file, convert 

to one dimensional binary vector. 

3- For each hiding frame (of size = WM), convert using lift wavelet transform. Take only 

the coefficient vector of LWT; 

4- Convert these coefficients to binary; 

5- Compare the LSB of each binary coefficient with the binary feature vector; if they are 

all equal, then the audio file is verified. 

6- End 
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Implementation 

The proposed method was applied on different audio files. The following implementation is 

executed on one audio file (type: mono, frequency: 11025 Hz, duration: 27sec). Five 

watermarks were hidden within that file; all watermarks were extracted from the same audio 

file from different frames; each watermark represents the features of one frame. 

 

Figure 1: Frame 1(original, watermarked, overlapping) 
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Figure 2: Frame2 (original, watermarked, overlapping) 

 

Figure 4: Frame3 (original, watermarked, overlapping) 
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Figure 5: Frame4 (original, watermarked, overlapping) 

 

Figure 6: Frame5 (original, watermarked, overlapping) 
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Figure 7: Audio Signal (original, watermarked) 

  In each figure (2:6), the third plot represents the overlapping between the original file and the 

watermarked file each with different color (red for original and green for watermarked). It is 

very clear that the differences between them were tiny so they only sometimes appeared like 

red dots on the green signal. 

The watermarks data which extracted from the frames of each sound file (here 5 frames), were 

all differ from each other, that’s why the proposed method could be used not only as a protection 

watermarking method but also as a method for verification, identification and even recognition 

for human voices. Figures (8:16) show the watermarks extracted from each audio file, the 

differences were clarified by plotting the watermark data. 
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Figure 12: the plot representation of watermark data(Whitney.wav) 
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     Figure 8: the plot representation of watermark data(sa.wav)        Figure 9: the plot representation of watermark data(w14.wav) 
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Figure 10: the plot representation of watermark data(w18.wav)           Figure 11: the plot representation of watermark data(w19.wav) 
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Results and Evaluation 

I. The proposed algorithm was tested on audio files (mono and stereo), with different 

frequencies (11025 and 44100) and with different durations (11sec, 24sec, 40sec, 21sec 

and 27sec). 

II. Performance evaluation shows excellent results as shown in table 1. the BER in all cases 

were less than 50% which means, whatever the size of the watermark file only less than 

half of its size will actually change the data of the audio file (01 , or 1 . 0) which 

minimize the effect of the watermark. 

III. The change in bits values in the audio files done on LSB of the coefficients of a transformer, 

which means, the change of one bit is distributed on many samples of audio (spread 

spectrum SS) and for that reason the watermark has neither perceptual nor predictable 

effect. 

IV. The proposed method applied on audio files for cyber transmission, which means it has to 

be light and powerful. Applying LWT only on the frames where the watermark was hidden 

and not on all audio file makes the process fast and efficient. 

V. The positions used for feature extraction and hiding changed with the secrete key which 

was used in random walk function to produce positions; therefore, the watermark could be 

extracted only by knowing the key otherwise, the watermark is secured. 

VI. Using variant (length and value) watermark gave the algorithm more power and resistant 

against attack since it is difficult to predict the positions and the length of each watermark.  

VII. The watermark is found from the audio itself which makes the algorithm really blind. The 

attacker has no pervious knowledge about the watermark. Also, the watermark describes 

the characteristics of the audio signal which is unique and could be used for verification, 

identification and recognition. 

VIII. More than one watermark is hidden within each audio file (No. of WM), and that helps 

when part off the audio file is corrupted, the rest of the file may be checked. 
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IX. All tested audio files have been attacked by compression (mp3) and noise addition (White 

Gaussian noise), in all cases the watermarks were successfully extracted.   

X. The SNR values for the tested audio files were all greater than 70% depending on the size 

of the watermark which itself depends on the nature of the signal. 

 

Table 1: Performance evaluation for five audio files 

File 

name 

(.wav) 

File 

length 

(sample) 

WaterM 

length 

(bit) 

PSNR MSE BER % SNR WMSNR 

W14 

24 sec 

1099640 1200 163.0684 3.208017e-

012 

49.25000 94.98814 0.00006718108 

W18 

21 sec 

962808 4520 156.8201 1.352293e-

011 

49.95575 82.24048 0.0002931529 

W19 

11 sec 

492920 6000 152.8444 3.377816e-

011 

49.08333 87.52201 0.0007468250 

Whitney 

40 sec 

1779415 42975 153.8965 2.651114e-

011 

32.04188 73.031473 0.0009673123 

Sa 

27 sec 

306146 4590 148.7757 8.619987e-

011 

49.34641 78.51876 0.0009248039 

Conclusion 

Cyber security is one of the most important concepts these days which made all the effort 

towards securing transmission and data. Audio files are most challenging media for its 

complicated and fragile nature. To secure audio files, a light and powerful method is needed. 

Also the method should have no perceptual or predictable effect on the original audio. The 

proposed method suggested a new feature extraction algorithm in which the audio signal within 

a specific frame was analyzed and mathematically calculated the features of that signal. The 

watermark is extracted from specific locations in the audio signal and hidden in other locations 

all these locations differ from file to file and that by using the secrete key as initial value to the 

random walk function which produces random locations. Using LWT made the watermark 

distributed on a large spectrum(SS) since each coefficient results from LWT came from many 

samples in the original signal, which makes the effect of hiding watermark unperceptual. The 
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proposed method was proved to be strong against compression and noise addition attack. The 

suggested method is blind since the original audio is not required in the extracting the 

watermark, the only data that should be available for extraction is the secret key. 
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