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Abstract 

Deep learning (DL) has recently shown great promise in supporting knowledge of electroencephalographic (EEG) as a result 

of its ability to discover visual features (feature representation) from original (raw) data. This review will look at the latest 

developments in the research area of the EEG by analyzing a largest amount of the recent and definitive publications on EEG based on 

DL for biometrics identification. It covers the latest developments in different parts of the DL-EEG methodology and offers valuable 

information about them in order to improve its implementation. Also, it will provide interested researchers with a brief overview of the 

prospects of applying DL typical EEG processing methods. In addition to highlighting interesting methods and trends that used to 

acquisition and analyses brain signals, the stimulations, feature extractions and classifications. We summarize our review in some 

recommendations and proposals in the hope of promoting effective viable research in this field. We have highlighted interesting 

approaches and directions from this extensive research in order to provide ample information for future research. This review revealed 

that the duration of time spent trying to collect EEG data ranged from (10) minutes or less to a long time of hours, and interestingly, 

we found that more than 50 percent of the research design their models using publicly available datasets. Furthermore, There about 

half of the researchers used unprocessed or preprocessed EEG samples to train their models. Compared to traditional approaches, DL 

had an improvement in accuracy of 4% among the most applicable studies. More importantly, we discovered that the majority of 

previous studies have poor reproducibility: it is extremely difficult or impossible to replicate the majority of research due to a lack of 

data and codes. The importance of the paper lies in helping the research community to share and develop work more effectively. And 

We'll also offer a list of suggestions for more studies in the future.  
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I. INTRODUCTION 

Biometrics aim to identify individuals based on behavioral, physiological, or physical characteristics of the human body such as 

facial and finger prints, voice, hand written, and iris [8]. Recently, the research community has become interested in the use of EEG 

brain wave data as biometric identification, EEG brain wave (signals) can be acquired in response to a specific task or during the 

performance of a stimulus presented. Several EEG research has employed (DL) to find relevant data for brain classification. Despite 

the many advantages of brain biometrics, they have yet to be extensively embraced since there are still many studies to be done; one of 

this review's primary goals is to analyze the areas where an investigation is still needed. Seven criteria are used to evaluate how 

acceptable a biometric as a method of authentication method or identification (acceptability, uniqueness, permanence, circumvention, 

performance, universality, and collectability) [60]. This study attempts to give a comprehensive overview of the existing studies and 

highlight the researchers on EEG biometric systems utilizing DL that have been done. It gives a current analysis of cutting-edge 

techniques for acquiring brain signals, publicly accessible datasets, equipment, preprocessing tools, Feature Extraction (FE), and 

classifiers employed in the analysis of EEG signals, as shown in figure 1. 
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       There were more than (35) identified studies. According to the kind of different tasks, input data type, EEG preprocessing 

techniques, and DL architecture, those studies were analyzed, to provide the main results. Convolutional-Neural-Networks (CNN), 

Recurrent-Neural-Networks (RNN), and Multi-Layer-Perceptron-Neural-Networks (MLP) all perform well for EEG classifier. Motor-

imagery (MI), mental-workload (MW), emotion-recognition (ER), seizure-detection (ZD), event-related-potential detection (ERP), 

and resting state (RS) were the six broad categories that the tasks that utilized DL fell within. Several previous research studies have 

shown that brain biometrics can be sufficiently distinctive, permanent, and universal. From the perspectives of signal capture and 

synthesis (preprocessing), recent studies have shown demonstrated that brain biometrics are robust against circumvention and 

spoofing [61]. And to enhance the acceptability, collectability, and performance of brain biometrics as identification, more study is 

necessary. Since that brain biometrics are becoming more practical, it's important to figure out what is and isn't understood about 

them. The significance of this evaluation summarizes the recent performs and practice results in the usage of DL for EEG data 

classification. Practical suggestions for the choice of several hyperparameters that provided the confidence that it will help or guide 

the deployment of DL to EEG data in future studies. In this review, we investigate the recent works between 2015 to 2023 and outline 

the scientific literature conducted on EEG signals for biometric identification. This review is prepared as follows: In first section, we 

introduce a descriptive introduction about EEG systems. In subsequential sub-Sections, each component of the typical system is 

thoroughly described. Includes the acquisition tools and EEG datasets used in section two. And Stimulation Process types were 

described in section three, FE and analysis of EEG data described in section four, and classification methods in section five. In section 

six, we discussed all parameters and tools used in literatures. The conclusion, in section seven, we outline a few of the research fields 

in the region. 

II. DATASETS & DEVICES 

Many datasets were used for experiments by researchers in public mode that available on online, like Brain-Computer-Interface 

(BCI), Physionet, DEAP, DREAMER, HEADIT, BED, CT2WS, and RSVP. Other mode founded in research center in University of 

Bonn, King Abdulaziz University [24], and Shanghai Mental Health Center [36].  Other researchers try another mode of acquisition 

EEG data by Self-Collected (SC) used in them researcher's. We founded a self-collected dataset by the researchers that consist of 

different numbers of subjects between (8 – 50) whose ages range between 15-50 years performed many tasks [7-10], [12-19], [21-22], 

[24], [26], and [32]. The ref. [1], [34], and [40] use BCI dataset that contains Thirty-two healthy subjects participated in the 

measurements. In [2] a large collection of EEG records with 100 participants from a BCI task evaluating driving tiredness, known as 

Baseline Driving for the BCIT Experiment (XB Driving), In [3] a self-collected EEG dataset from 20 Thai people in good health (10 

females and 10 males, whose ages range from 15 to 50 years).  Physionet data set used by the ref. [4-6], [11], [17], [20], [23], [25], 

[27-28], [33], and [37-39] and work on the publicly available dataset consisting of EEG of 109 participants completing various 

motor/imagery duties, it's a popular benchmark for biometric with EEG. In [9] datasets from four different experiments measuring 

endogenous brain functions (driving fatigue and emotion) in addition to time-locked artificially created brain responses from 157 

subjects, [5] datasets including emotion and combined data. In [31][35] (DREAMER, HEADIT) datasets performed emotion 

recognition tasks were used in them experiments. In [29] a dataset created to evaluate EEG-based biometric methods, named (BED) 

created to test the effectiveness of consumer-grade hardware. The dataset includes EEG readings from 21 individuals in response to 12 

various stimuli. There are several types of EEG recording systems, including [64]: 

o Standalone EEG: These are compact and portable devices that can be used for bedside monitoring or in the clinic. They typically 

contain a few electrodes and a compact amplifier that can be connected to a computer for data storage and analysis. 
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o Video EEG Systems: These systems combine EEG recording with video and audio recording, providing a synchronized record of 

both the brain's electrical activity and the patient's behavior. They are commonly used to identify and treat neurological problems 

like epilepsy, sleep disorders, insomnia, and others. 

o Wireless EEG: These systems allow for the collecting and recording of EEG signals without utilizing wires, making them more 

comfortable for the patient and allowing for greater mobility. The signals are transmitted wirelessly to a computer or other device 

for analysis. 

o High-density EEG Systems: These systems use a great number of electrodes conductor (often 128 or more) to provide a high 

spatial resolution of the brain's electrical activity. They are commonly used in research studies because they provide a more 

comprehensive view of brain activity than other EEG systems. 

Regardless of the type of EEG system used, the electrodes and amplifier must be properly placed and calibrated to ensure accurate 

and reliable recordings. Additionally, the signals recorded by EEG systems must be carefully analyzed and interpreted to get useful 

data regarding the brain's electrical activity. In [2], [4-6], [9], [11], [14], [16-19], [20], [23], [25], [27-28],[30], [33], and [37-39] 

worked on BCI2000 system to record and analyzed EEG using 32 electrodes, while [1][8][34][40] used AgCl electrodes EEG signals 

were recorded using a (Bio semi) Active Two system, EEG data were collected at a 512 sampling rate (Hz), AgCl with 32 electrodes 

works on the (10-20) of the international systems. Another device was using named GALILEO BE Light amplifier equipped with 19 

channels/electrodes. [12] BrainLink electroencephalograph developed by Neurosky, [21] utilized Brain Devices called acti CHamp 

data collecting system, 64- scalp electrodes which works on the (10-20) of the international systems. [22] Synamps2 system 

(Neuroscan, Inc.). [31] Emotiv EPOC wireless EEG headset. [36] (BrainCap, Bavaria) 64-channel electrodes installed in an elastic cap 

were used to capture EEGs, along with two pairs of electrodes for electrooculography (EOG). 

III. STIMULATION PROCESS 

Stimuli are tools and items used to generate responses from study participants or volunteers in the field of human behavior 

research. Stimuli may come in many media including visual, physical, or auditory, and can be clearly observed in EEGs. So, what 

exactly are stimuli? The stimuli or (stimulus) are the foundation of the research study of brain signals. It's essential to know the nature 

of the stimuli and the best ways to apply them. The chosen stimulus should make the study scenario (or experiment) more interesting 

and interactive for the volunteers (selected category). And ought to be as accurate as feasible. In addition, it should focus attention on 

the research topic without too much pressure and provide a suitable and calm environment (place) for the volunteers [63]. EEG data 

acquisition can be enhanced by using various forms of stimulation, which can help to elicit specific responses from the brain and 

afford extra data about the brain activity. According to EEG standards, the initially proposed EEG-based identification techniques can 

be divided into three categories: resting states (modes), cognition tasks, and tasks with outside stimulus [41].  

1- Resting states (RS), In a calm setting, individuals are told to rest totally while the EEG signals of the eye closed (EC) or the eye 

opened (EO) is recorded [42].  

2- Cognitive tasks (CTs), such as driving (tiredness) fatigue [2], (MI) [43], and (MW) [44], Typically, volunteers need to undergo 

training and do specific activities due to external cues while having their EEG signals recorded. [45].  

3-  Tasks evoked by external stimulation, like visually evoked potential (VEP) [46], and auditory stimuli [47], some extra devices 

are usually necessary to make the appropriate stimulation for collecting the EEG signals. In comparison to the other two 

categories, (RS) essentially requires no subjects training and is easy to apply, which researchers have preferring. Some common 

forms of stimulation used in EEG include [5], [7], and [13]: 

3.1 Visual Stimulation: This involves presenting visual stimuli, such as flashing lights or patterns, to the patient and recording the 

resulting brain activity. This can be used to study visual perception and processing, as well as to elicit specific responses in 

the brain, such as the (VEP). Many references use this form of stimuli, such [15], [29], and [34]. 

3.2 Auditory Stimulation: This involves presenting auditory stimuli, such as sounds or tones, to the patient and recording the 

resulting brain activity. This can be used to study auditory perception and processing, as well as to elicit specific responses in 

the brain, such as the auditory evoked potential (AEP) [21], [26]. 

3.3 Somatosensory Stimulation: This involves applying tactile stimuli, such as vibrations or pressure, to the patient and recording 

the resulting brain activity. This can be used to study somatosensory perception and processing, as well as to elicit specific 

responses in the brain, such as the somatosensory evoked potential (SEP). 

3.4 Transcranial Magnetic Stimulation (TMS): This is a non-invasive kind of brain stimuli that works by stimulating the brain's 

cells using magnetic fields. TMS can be used in conjunction with EEG to study brain function and can also be used to treat 

certain neurological and psychiatric conditions. 

The design was tested on two baseline scenarios in (RS), (EC, and EO) as shown in [4], [14], [20], [25], [28], [36-39]. in [10] EC 

Use this trigger only with the data to build the model and extract the results. And in [12] The volunteers are asked to close their eyes 
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and sit still for 120 seconds. While in [11] employed (EO, EC) in RS, and two other tasks, including a picture narrative task, and an 

attention task. [17] use different motor/imagery tasks baseline tests (one with EO, other with EC). In [32], accumulation of cognitive 

brain load from lying down and closing your eyes to the end of a challenging game. In [38] three experiments applied, first experiment 

in Resting eye open (REO), and second experiment in Resting eye closed (REC), and third experiment (2 min) runs with (4) various 

(MI) activities. 

The Cognitive Tasks (CT), [2], [30] A comprehensive study of an individual's discriminatory detail in the time-scale of EEG 

signals given from the XB Driving task. One standard driving BCI test is referred to as (BCIT) (XB Driving). In [18], The voluntary 

activation of private brain regions by the subjects involved is required for EEG responses to a (MI) protocol. This indicates that even 

when people are told to focus during EEG acquisition, some won't effectively perform the necessary imagined tasks. [27] use MI, the 

subjects were only asked to visualize and perform various motor tasks during the EEG signal capture phase. [33], a DL model based 

on attention was used to extract deep Delta wave representations from brain waves. In [34], use four different types of move imaging, 

including the tongue, the 2 feet, the right, and left hands, the short video was shown with various emotional classifications, there was a 

need for a resting stage of (1 min) EO and (1 min) EC. Second experiment, five minutes for each of the two video segments with 

various emotion classifications were shown, before 2 videos, there were 800 milliseconds of the black crosses. After then, respondents 

were instructed to imagine making left and right-handed movements every 25 times in time with the notification that appeared on the 

screen for 4 seconds. In [35], combine two protocols VEP and MI. Tasks Evoked (TE) by external stimulation, in ref. [1], While the 

EEG was being measured, they were told to watch effectively elicited music videos and give (40) video clips their subjective rankings 

(arousal and valence). In [16][22] used the stimuli the steady-states visually evoked potential (SSVEP), while in [3], suggested 

combining stimuli (SSVEP) and (ERP) to identify brain cues to discriminate between participants. [8], use ERP as a stimulus to 

collect EEG signals. [9] checked into how effectively it performed using EEG data from the XB driving test, with the rapid serial 

visual response (RSVP) experiment in the RSVP BCI paradigm with time locking. [21], use familiar-name auditory evoked potentials 

in the experiment. [26], use steady state Auditory Evoked Potential (AEP). Ref. [31], show percipients video clips selected to elicit 

specific emotions. 

In addition to these forms of stimulation, EEG recordings can also be obtained during tasks or other activities, such as cognitive 

or motor tasks, to study brain function in real-world situations. The combination of EEG and stimulation can provide a more complete 

picture of brain function and help to further our understanding of the brain and its role in perception, cognition, and behavior. [7], and 

[13] Use multiple protocols task-independent, EC, EO, MI, speech imagery (SI), visual stimulation (VS), and mathematical 

computation (MC). [29], use affective stimuli, (CSs), (VEP), and (RS). While [5-7], use (RS) with EO and EC, physical movement 

tasks (PHY) which calls for the participants to close or open both fists or feet, and (MI) tasks which asks the volunteers to imagine 

doing the previous movements without real physical activity, an image description task (IMG) and (ATT) [30]. 

IV. FEATURE EXTRACTION 

Feature Extraction (FE) is a significant stage in the analysis of EEG data for DL models. The target of (FE) is to change the raw 

data of EEG signals into set of relevant and informative features that can be used as inputs for DL algorithms. Many techniques exist 

for extracting characteristics from EEG signals., including [1], [2], [4], [48]: 

A. Time-domain features: These features are derived from the raw EEG signals and include measures such as mean, standard 

deviation, and amplitude from peak to peak. Time-domain features provide a simple and straight forward representation of the 

EEG waves and are commonly used as inputs to machine learning algorithms.  

B. Frequency-domain features: These characteristics are determined from the EEG signals' frequency components. and include 

measures such as spectral entropy and power spectral (PSD) density. Frequency-domain features provide information about the 

distribution of energy across different frequencies in the EEG signals and can be utilized for detecting data patterns. 

C. Temporal features: These features capture the temporal relationships between EEG signals and can include measures such as 

correlation, coherence, and phase locking value. Temporal features provide information about the interactions between various 

parts (regions) of the brain and can be used to identify functional connectivity patterns. 

D. Spatial features: These features capture the spatial relationships between EEG signals and can include measures such as current 

source density and laplacian. Spatial features provide information about the distribution of electrical activity across the scalp and 

can be used to recognize activity patterns in different regions (parts)of the brain. 

A recent evaluation review of the usability of EEG-based Personal Identification (PI) resulted in many main signal processing 

methods to support perform (FE) and several accepted types of features extraction were selected [11], [49], like the coefficients of the 

autoregressive models (AR), (PSD) functions [2], [9], [31], Wavelet Transform function (WT) [40], [50], and Hilbert Huang 

Transform (HHT) [51], are useful for (FE). Each of these features provide some information of individual uniqueness, and the 

researchers combined these features together to further boost the performance. DL models, such as convolutional neural networks 

(CNNs) and recurrent neural networks (RNNs), have been utilized to analyze EEG data and extract features automatically. These 

models can learn to identify patterns and relationships in the data and generate predictions or classifications based on these features. In 
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[1], [4], [6], [8], [14], [18], [20], [22], [25], [28], [32], [35-39] used the (CNNs) models or changing  in the structure of the (CNN) [8], 

to extract features, while [10], [13] apply a model called Siamese CNNs, another researchers use the graph convolutional neural 

network (GCNN) to detain deep essential structural representations from EEG graphs immediately [5], and in [19] propose an 

adversarial inference learning with CNN to extend DL models. In [24], [33], used RNN and Long Short-Term Memory (LSTM) which 

is a special form of RNN architecture with FaceNet to create a new LSTM-RNN model that aided in the extraction of the feature 

vector for a given 100s EEG signal which leads with a support vector machine (SVM) used as a clustering tool. In addition to these 

methods, there are also more advanced techniques for feature extraction, such as Using neighborhood component analysis [27], 

wavelet transform [40], and independent component analysis, that can be utilized to extract more complex and nuanced characteristics 

from EEG signals. The choice of (FE) method will depend on the specific penalty area and requirements of the analysis, and the 

method that is best suited will depend about the EEG signals' nature and the questions being asked [49]. 

V. CLASSIFICATION 

In EEG analysis, the aim of feature classification is typically to expect a particular outcome or to classify EEG signals into 

different categories based on their characteristics. There are several types of feature classification algorithms that can be used in the 

analysis of EEG data, including [53], [54]:  

a) Supervised learning algorithms (SLA): These algorithms require labeled data, where the desired outcome or class label is known 

for each sample. Common (SLA) used for EEG data classification include SVM, decision trees, and random forests. 

b) Unsupervised learning algorithms (USLA): These algorithms need no labeled data and instead attempt to detect patterns and 

structure in the data. Common (SLA) used for EEG data classification include self-organizing maps (SOM) and k-means 

clustering. 

c) DL algorithms: These algorithms use artificial neural networks to model complex relationships in the data and can be used for 

both supervised and unsupervised learning. (CNNs) and (RNNs) are usually used for EEG data classification. 

DL offers a possible solution for classification of EEG signals. Results of related work have showed that the representations 

automatically extracted by the DL models are more discriminative and robust over time than handcrafted features with conventional 

classifiers [12]. A DL model integrating functional connectivity was proposed for biometric identification in a recent work [16]. In 

recent studies CNNs have been proposed to EEG-based person identification and authentication, achieving promising results [2], [8-

20], [22], [25], [28], [29], [31], [32] and [34-39]. These studies use CNNs model directly on the EEG amplitude fluctuations. 

However, as mentioned, EEG amplitudes are sensitive to many reasons such as mental states, noise, or simply signal acquisition 

solutions, making the extracted representations unacceptable to changes. A signal processing module that can provide stable inputs 

while facilitating the learning process is one way to improve performance and stability. In [3], [4], [6], [33] applied recurrent neural 

network (RNN)s with two approaches LSTM and gated recurrent unit (GRU) for classify the EEG signals and predicting the results. 

While in these studies [1], [21], [23], [30] proposed a combine CNNs with LSTM and with GRU, to handle spatial info, CNN is 

employed and RNN used for extract the temporal info, The combined use of CNNs and LSTMs can excellently improve the accuracy 

of personal identification systems by employing the spatio-temporal features of the EEG signals, and decreasing the number of EEG 

channels/electrodes employed in the systems to minimize their cost [23]. other researchers are used machine learning algorithms at 

standard classifier like LDA, SVM, KNN and MLP for the final clustering [5], [7], [24]. It is important to note that feature 

classification is just one step in the analysis of EEG data, and the choice of feature classification algorithm should be made in the 

context of the overall research question and analysis plan. In addition to feature classification, other techniques such as data 

preprocessing, feature selection, and model validation should also be considered to ensure accurate and robust results. 

VI. DISCUSSION 

In EEG analysis, the choice of feature extraction and classification algorithm will rely on the specific objectives and requirements 

of the analysis and the nature of the EEG signals. For example, DL algorithms may be more appropriate for complex and high-

dimensional EEG signals, while traditional supervised learning algorithms may be better suited for simpler signals or when labeled 

data is readily available. All information in this review has been collected from many sites like (ScienceDirect, ieeexplore, springer 

and pubmed) were analyzed in details as seen in the table 1. The most used public dataset was Physionet with 109 subjects, while 

more than 15 papers using self-collected datasets in their experiments. And no. of subjects is between 5 to 157. The device that most 

be used in the experiments for acquisition EEG data BCI2000. And the maximum number of electrodes used 64, while the minimum 

number 2 electrode. In stimuli task the most of researcher prefer (EC) (EO) in resting state. While AEP used just in two papers for 

identification. In FE, 75 % of the papers use CNN as analyzer for extract features and also for classifier. The Accuracy was in between 

63 to 100%, high accuracy achieved in ref. [34], which about 99.94 to 100 % by using five different datasets with 9-32 subjects, the 

MI, left and right hand, 2 feet and tongue attention EO, EC, VEP used as stimuli as input EEG data for Combining the BN, RL, GAP, 

and MGC models, RAMST-CNN. in-the-moment paradigm, we discover one study that employs various DL models based on 
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EEGNet, ResNet, and Inception along with a consumer-grade commercial EEG acquisition device (Emotiv EPOC) for biometric 

identification. They created a good DL EEGNet model with an accuracy of 86.74 percent using on the (BED) dataset. 

 

Table 1: State-of-the-art topics related to our work, in summary. 

ref. 

No. 
Dataset  

No. 

subjects 

Devices & 

system 

No. of 

electrod

e 

stimuli 
Feature 

extraction 

Features 

Classification 
accuracy 

[1] DEAP 32 
AgCl a 

Biosemi 
32 emotion or affective recognition tasks 

(CNNs) 

&(RNNs) 

CNN-LSTM 

CNN GRU 
99% 

[2] BCI 100 BCI 64 BCIT (XB Driving) (AR) (PSD) CNN 97% 

[3] SC 20 - 6 (SSVEP) (ERP) - (RNN) (LSTM) 91.44% 

[4] Physionet 109 BCI2000 64 (EC) (EO). (CNN) (LSTM) 
99.95% for EC 

98% for EO 

[5] Physionet 109 BCI2000 64 

task-independent 

(EO), (EC), (PHY) (IMA) (ATT) and 

(IMG). 

(GCNN) 

(SVM), 

(KNN), 

(MLP) 

99.81% 

[6] Physionet 109 BCI2000 64 
(EO), (EC) fists and feet both 

physically and imaginarily 
(CNN) (LSTM) 

99.58%, 

 

[7] SC 45 
GALILEO 

19 
19 

(EC), (EO), (MI), (SI), 

(VS), (MC), 

(CNNs) 

&(RNNs) 
(LDA) , (SVM) 96% 

[8] SC 33 Ag/AgCl 64 (ERP) (CNN) (CNN) 

(99.9%) 8-class , 

99.3% for 10-class and 

99.3% for 13-class 

[9] BCI 157 BCI 64 
(RSVP) 

(XB), (XB R), X2 , CT2WS 
(AR) (PSD) (CNN) 96% 

[10] SC 45 GALILEO 

19 
19 EC 

 
Siamese CNNs Siamese CNNs - 

[11] 
Physionet 

SC 

109 

59 
BCI2000 64 

EO, EC (ATT), and a picture narrative 

task 
(RHO+CNN) (RHO+CNN) - 

[12] SC 15 Neurosky 1 EC - (CNN) 96.80%. 

[13] SC 45 
GALILEO 

19 
19 

task-independent 

(EC), (EO), (MI), (SI), (VS), (MC), 

Siamese 

(CNNs) 
Siamese (CNNs) - 

[14] SC 10 BCI2000 64 (EO) (EC) (CNN) (CNN) 
REO REC REO+REC 

88% 86%    82% 

[15] SC 40 GALILEO19 19 (VEP) (CNN) (CNN) 98.8% 

[16] SC 17 BCI 8 (SSVEP) (CNN) (CNN) 97.60%, 95.90% for 

Dataset I and II 

[17] Physionet 109 BCI2000 64 (MI) (EO), (EC) (CNN) (CNN) - 

[18] SC 50 GALILEO 

19 
19 (MI) (CNN) (CNN) 99.3% 

[19] SC 10 BCI 16 (RSVP) 

Adversarial 

Learning + 

(CNN) 

Adversarial Learning + 

(CNN) 
98.6% ± 0.006 

[20] Physionet 109 BCI2000 64 (EO), (EC) (CNN) (CNN) test 83.21% and 

79.08%, respectively. 

[21] SC 20 actiCHamp 

64 

Used 2 

only 

(AEP) 

(1D-CNN) 

(LSTM) and 

(GRU) 

(1D-CNN) (LSTM) and 

(GRU) 

99.53 % (2) frontal 

electro 

96.93 % a single 

frontal electro 

[22] SC 8 Neuroscan 9 (SSVEP) (CNN) (CNN) 97% 

[23] Physionet 109 BCI2000 64 - 
(1D-CNN) 

(LSTM) 
(1D-CNN) (LSTM) 99.58% 

[24] SC - - 
16 

18 
- (LSTM) (RNN) 

(SVM) for the final 

clustering 
97.84% 

[25] Physionet 109 BCI2000 64 (RS) (CNN) (CNN) 99.32% 

[26] SC 13 - 7 (AEP) 

triplet loss as an 

objective 

function 

(CNN+SVM) - 

[27] Physionet 109 BCI2000 64 (MI) 

neighborhood 

component 

analysis 

(DNN) ML (DT), 

(KNN), (SVM), (RF) 

classifiers 

98.630, 100%, 

99.964%, 99.912% and 

100%, 

 

[28] 
Physio 

Bank 
109 BCI2000 64 

(REO) 

(REC) 
(CNN) (CNN) 98.54% 
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[29] BED 21 - 14 
affective stimuli, cognitive stimuli, 

VEP, and RS 

ResNet and 

Inception Time 

EEGNet 

ResNet and Inception 

Time EEGNet 

63.21%, 70.18%, and 

86.74% 

[30] SC 109 BCI2000 109 MI,EO,EC 

 
(CNN LSTM) (CNN LSTM) 99.7% 

[31] 
DREAME

R 
25 

Emotiv 

EPOC 
- (VEP) (PSD) (1DCNN) 94% 

[32] SC 21 - - (REC), cognitive brain load (1DCNN) (1DCNN) 99% 

[33] 
Physionet 

SC 

8 

8 

109 

BCI2000 64 Attention (RNN) (RNN) 0.982 

[34] 

MTED 

SEED 

P300 

BCI 

DEAP 

9 

8 

15 

15 

32 

 

AgCl 

electrodes 

 

32 

(MI) left, right hand, tongue and both 

feet Attention (EO) , (EC), (VEP) 

 

(RAMST-

CNN), (BN), 

(RL),  (MGC), 

and (GAP) 

(CNN) 

100.00  

99.78  

99.33 

99.68  

99.94 

[35] HEADIT 30  32 (MI), (VEP) (DCNN net) (DCNN net) 96% 

[36] SC 120 

(Brain Cap, 

Bavaria, 

Germany) 

 

64 (EO) (CNN) 
CNNV-RF 

CNNV-mSVM 

81:6% for (CHR) 

individuals, 96:7% for 

(FES) 99:2% for (HC) 

[37] Physionet 109 BCI2000 64 (EO), (EC). 
lightweight 

(CNN 
lightweight (CNN) 99% 

[38] Physionet 109 BCI2000 64 (EO), (EC), (MI) (CNN) (CNN) 98% 

[39] Physionet 109 BCI2000 64 (REO) (REC) (CNN) (CNN) 98.54%. 

[40] DEAP 32 
AgCl 

electrodes 

 

32 
a complex emotional for content-

independent 
(DWT) (DNN) 94% 

 

VII. CONCLUSION 

From our comparison of existing methods in this review, the number of studies applying DL to EEG signal processing (PI) has 

increased significantly in recent years, indicating a growing community interest in these techniques. To this aim, several deep learning 

models have been successfully used to generate various classifiers that correctly classify EEG data to obtain satisfactory results. In this 

study, we examined more than 35 articles that applied DL to EEG data that were published between 2015 and 2023 in order to 

highlight recent trends in the DL-EEG field. We concentrated on a number of critical elements of the studies, including the datasets 

and devices they utilized, the technique for analyzing EEG data, the DL models, the claimed outcomes, and the degree of accuracy. 

Our study revealed several key tendencies, including the following:  

1. DL has been mainly used for EEG classification in areas such as EEG brain-computer interface, sleep disorders, 

identification of diseases such as epilepsy and schizophrenia, cognitive and emotional recognition, etc. 

2. The amount of data used varied greatly, ranging from 9 to over 200 people.  

3. Many architectures have been successfully used with EEG data, the most commonly used being CNNs, and RNNs. 

4. Use raw EEG as input instead of hand-selected features. 

5. Using raw EEG showed a benefit in almost all studies. 

The most recent findings were attained utilizing the DL technique, and they showed a different accuracy and the majority of 

papers achieved high scores. It is encouraged to conduct more research on these combinations, especially the number and 

configuration of various layers including DL models recurrent layers, and convolutional layers. Many factors must be met before an 

EEG-based biometric identification system can be used in real-world applications. The number of electrodes utilized for data 

acquisition (collection) has an important effect on the system's usability: A big number of (connectors) electrodes could make it more 

challenging to use the system in real-life situations. The volume of EEG data used to train and test the system, as well as the 

processing duration in seconds, user time spent, and computational efficiency are all important considerations and are factors that are 

focused on in research studies. in the future, Further research on non-resting state EEG features is possible and going forward. Also, it 

is important to consider the difficulties of EEG-based personal identification systems in real-time applications which are also worth 

highlighting and studying. finally, the Classification of EEG data for medical diagnosis is another area of scientific research where 

deep learning algorithms can be applied to brain diseases. 
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