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Abstract

Learning control is a new approach to thébfemm of improving transient response over fixed
time duration by iterative training.
It is a recursive on line control method that ®len less calculation and requires less a priori
knowledge about the system dynamics. It can be asedreal time control method for complex
systems such as robot manipulators.
In this paper the proposed algorithm is used fqorowing the performance at the next trail on
the basis of more than one past error history aoedain the trajectories generated at prior
iterations. A convergence proof is given and exasjglre provided to show the effectiveness of
the algorithm.

1.Introduction

Recently a novel control method called “teag control” is receiving attention as a method
for controlling uncertain dynamic systems in a denmanner. The idea is to apply a simple
algorithm repetitively to unknown plant until pectearacking is achieved. It is applicable for the
control of robot manipulators with repetitive tasksis simple to calculate and independent of
system dynamics. It is a new approach for the obpiroblem of skill refinement. We humans
are able to acquire the skill via a long seriesepieated exercises. Motivated by this observation,
much literature concerned with learning controhteques for robotic systems has accumulated
such as Arimoto et al [1,2,3,4,5], Craig [6] ,Bomdial [7], Z. Bien et al[8], mainly during the
past several years.
Learning control is considered to be a mathematiwadel of motor program learning for skilled
motions in the central nervous system[4]. As ihasv well known , such as techniques are based
on the use of repeated trials of tracking of a gssigned trajectory at each trail, the position ,
velocity and acceleration errors with respect t® risference, are recorded to be exploited by a
suitable algorithm in the next trail in the aimprbgressively reducing the trajectory error. Most
of recent papers are concerned with only a clagasis described in terms of joint trajectory
tracking and the control signal is synthesized faoly one single history data.
In other words, for a desired motion given to aotadrm in which its end-point is free to move in
the three dimensional space, the arm repeats s&ertd reduce the trajectory tracking errors
depending on only one single history data. Graglheaid eventually can learn to exactly trace the
given desired motion. To improve the robustnestheflearning control method, a higher- order
learning control algorithm were proposed [8,9]. Wévelop here a new algorithm which has the
following new features:

1. It is a general algorithm, which can be appfm@dall types of systems.

2. It gives a clear illustration of how the algbnt can be applied and shows that it needs only
some information about the amount of coupling betwmput and output (position ,velocity or
acceleration).
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3. We call this algorithm a general third orderogithm because the control inputs in each trail is
synthesized from three history data e.qg.
uk+l =F(uk ,uk-1,uk-2, ek ,ek-1,ek-2).

2. GENERAL THIRD-ORDER LEARNING CONTOL ALGORITHM
Consider the linear time — invariant dynamgzatem:

xy ) =Axt)+Bu(), x0)=x . (1)

y(t) = Cx(t) + D u(t)

where x(t) and u (t) denote an nx1 state vector and aqoxirol vector respectively, and y is an
mx1 output vector. A, B, C and D are constantrived with appropriate dimensions.

Let w (t),0<t<T, be the desired output trajectory arel0 be given as a tolerance bound ,
under the condition that the matrices A, B, C andrP not fully known , we wish to find a
control functionu (t) , 0<t< T, such that the corresponding output trajectgty of the linear
system in eq. (1) satisfies

e(y®) =nya®)—yt)n<e, O0<t<T

As a solution method , we proposed a new typeiaod trder iterative learning control of the

form

Uk+1 ¢) = A1 Uk (t) + A2 Uk-1(t) + A3 Uk-2 (t) + B1ex(t) + B2 ex-1(t)+ Bz &x-2(t)...(2)

where ex(t)= yd(t) — yk(t)

Let the suffix k denotes the iteration ordinamber of trial, so that , for example yk(t)
Is the value of the system output at time t£ O< T, at the kth iteration etc. The notations e(t) ,
x(t) and u(t) will be similarly defined. In thisgdrithm the (k+1)th iteration control is obtained
by manipulating the data stored at the kth ,(k-lj#rations. Fig.1 shows the algorithm
schematically. It is observed that , for fixedne &lgorithm in eq. (2) is a third — order diffecen
equation of iteration number k.

3.MATHIMATICAL DESCRIBATION:

To show the convergence proof for eq.(2)thet linear time invariant system of eq.(1) be
given with the initial state being known sg{) =xo . Let the axa matrices Ai, i=1,2 and axm
matrices Bi , i=1,2 be given, so that the follogrconditions must be satisfied
NAi—BDII + 1| A2—BDn+ 11 As-&bn <1 ... (3)

o0 o0

o0
And ArtAz+As=1 @)

Then, for a given desired output yd(t)s ©< T the iterative control law of eq. (2) guarastee
that , for each ¢ [0,T],

Yk (t) — Yd(t) as k— oo, if Uo(t) for each 6<t< T is chosen to be continuous axt) = Xo

for allk=1,2,3,......

Proof:

Let ud(t) andkd(t) be a control input and a system state , resdy that yield the desired
output yd(t). It then follows from egs. 1,2 andhait

ud(t) — uk+1(t) = Al[ud(t)- uk(t)] + A2[ud(t)- uk{D)] + A3 [ud(t)- uk-2(t)] — B1[Gd(t)+D ud(t)-
Cxk (1)- D uk (t)] — B2 [Gd(t)+D ud(t)- Gk-1 (t)- D uk-1 (t)] — B3 [Gd(t)+D ud(t)- Gk-2 (t)-
Duk-2®] (5)

ud(t) — uk+1(t) = [A1-B1D] [ud(t)- uk(t)] + [A2-B2D[ud(t)- uk-1(t)]

+ [A3-B3D] [ud(t)- uk-2 (t)] — B1C kd(t) —xk(t)] — B2C [xd(t) —xk-1(t)] — B3C [xd(t) —
xk-2®001 (6)
Computing the norms of both sides , we obtain:
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1 Ud(t) — Uk+a(t) 11 < 11 A2-BaDIn 11 Ud(t)- Uk()11 +11 A2-B2DII . 11 Ud(t)- Uk-1(E)!11

e8] o0 o0 o0 e 0]
Hl A3-BaDIl Il Ud(t)- Uk2 (11 +1I BiCll .11 Xd(t) —X()11 +1 B2C 1.
(e 0] e 0] o0 o0 (e 0]
I Xd(t) = Xe2()1 +11 BaCll .11 Xd(t) —Xk2 (D)1 forall €£[0,T]  ......... 7)
(e 0] e 0] o0

Now , becaus&d(0) =XKk(0) for all k, we obtain for ¢ [0,T]

t
N X)) =Xk@®11 = 11 [ {[A Xd(z) + BUd(t)] - [ A X(t) + B U(t)]}d T II
0 (0] 0
t
< T LA Xd(T) =Xk(DI +11B 1111 Ud(t)- Uk(t) 11} dT .....(8)
0} 00 ¢ 00

Applying the Bellman — Gronwall lemma [8,9], we aiot the following for i [0,T]

t a(t)
N Xdt) =X®) 11 < J11BI.11Wt)-U)11.e dr ....(9)
o0 (0] o0 o0
Therefore combining Egs. (8) and (9) we see tlidt w
0 Uk(t) = Ud(t) — Uk(t)

NOoUka(t)ll <RiNOUK () 1+ Rel0 Ukt (b)) 1+ R0 Uk2 (D)1

e 0] o0 e 0] e 0]
t a(r) t a(t-1)
+S J1ow@ir.e d +S [10ua@il.e do
0] 0 (0] 0
t a(t-1)
+S [1oWe@il.e o (10)
(@] o0
where
Ri=Il A-BaD 1l , S=11B1Cl .l Bl
e 0] e 0] e 0]
Rz=1Il A2-B2D Il , S=11B2Cil .l Bl
(e 0] (e8] o0
Rs=Il As-BsD Il , S=11BsCll .l Bl
e 0] e 0] e 0]

For all te [0,T]
-mt
Multiplying Eq.(10) by the positive functiod we have
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-mt -mt -mt
€ 110Ukl <Li € 110uck®ii+L2e nouws(t)i
o0 o0 o0
-mt t (a-m)1)-
+lse  oUkz2®n+m [110W@x)I1.e dt
0] 0 0 0
t a-{n)(t-1) t a-fn)(t-1)
+me [110Wa(t)11.e  dt+m [1i0Ww(t)i1.e dt ... (11)
(0] 0 (0] 0
Therefore
1S (a-m)T
[1oUka®) 1< [RL+ — +(1-e )Jioux@® 11
m (m—a) m
S (a-m)T S (a-m)T

[R2+— + (1-e )il1oUuki()11 [R3+— +(1-e )]1dUka()il...(12)

|
(m-a) m (m-a) m

Then 11ouk(®)11—-0 as + o if

) (a-m)T 5 (a-m)T ) (a-m)T
[Ri+ — +(1-e )]+ [R+ — +(1l-e )]+[R+ — +(1-e )I<1...(13)

(m-a) (m-a) (m-a)

Noting that the nonnegative sequence}{ywk=1,2,3,.....
With the property

W <rw+sw +nw (r,s,n>0) .(14)
k+1 k k1 k2

converges to zero , r+s+n <1 holds, and observorg the property of eq.(14) that:
Ri+RetRe<1 (15)
We can choose m>0 large enough so that

S (a-m)T S2 (a-m)T S (a-m)T
R1+R2+R3+ — (le )+ — 1-e )= (1e ) .....(16)
(m-a) (m-a) (m-a)
Thusi1ouk()Il — 0 as 4 oo, bythe definition of I. 11
m m

we know that
mt
supliouxk@®rr <e 1ouk@®@rr L a7

te[0,T] 0 m
therefore

supl1ouk(®)ir —- 0 as +wx which means thak(t)—Ud(t) as
te[0,T] o8]

k— o, on te[0,T], furthermore , it implies thatx(t) — Xd(t) as k- o« on te[0,T]
Thus from above we conclude thafty— yd(t) as k> on te[0,T].
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Furthermore , if there is no direct coupling betawégput and output , D matrix is nonsingular
then the conditions in eq. (3) and (4) is not §iatisand the algorithm in eq. (2) is failed . The
proposed algorithm in this case takes the folloviorgn ) ]

Uk+1 ¢) = A1 Uk (t) + A2 Uk-1(t) + A3 Uk-2 (t) + B1€ k(t) + B2 € k-1(t)+ B3 € k-2(t)...(18)

where ek(t) = yd () — Y «(t)
And the conditions for convergence become
IA1-B1CB Il +II A>-B2CBIl  +1lAs-BsCBI <1~ ... (19)
o0 o0 o0
And A+A2+A3 =1 ....(20)
IE thfis case if CB=0 then the conditions for comesrce is failed. The proposed algorithm takes
the form:

Uk+1 ) = A1 Uk (1) + A2 Uk-a(t) + As Uk2 () + B1€ k(t) + B2 € ka(t)+ Bs € k2(t)...(21)
where & «(t) =y 'a (§) -y k(1)

And the conditions for convergence become
Il A1-- BICAB Il HI A2- B2.CABII +11A3-BCABI <2 ... j22
o0 o0 o0
And AtA2tAz=1 (23)
The convergence proof for the algorithms in (18) é1) is similar to the case of the algorithm
in (2).

4. EXAMPLES

In the following , we shall consider threeamples. In these examples, we take the three
different types recursive formulas described in(8¢g18) and (21). In each case , the
performance of the proposed algorithm is compariél tvat of the method in reference [9].

EXAMPLE 1
Consider the following system

0= [o 1 ][O 4[],
X 2(t) -1 -2 | Xo(t) 1
y(t) = [-1 -2]{“(‘)}+u(t) 24)

Xo(t)
and let y(t) = 12 t(2-3 t) for 8t <1 sec
In this case there is a direct coupling betweenitigmd output, D=1 so, the proposed algorithm
of eq.(2) is considered in this case . Then weaddzain e(t) for K iteration as shown in fig:
2. Here the control gains in eq.(2) are chosen as
A1=1075,A=-01,A=0.025,B=13,B=-0.15,B=-0.1.
We need three iterations to converge to the desissding. From this figure , we can observe
that four iterative trails are sufficient to gertera trajectory within the error bound of the dedir
trajectory y(t). Our proposed learning control method is fasiti@n the learning control method
proposed in [9] which needs five iterations to krtite desired trajectory.
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Uk Uk-1 Uk-2 €x-2 -1

(kn operation)

Uk+1

Fig :1. Structure of third order learning control scheme.
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Fig: 2. Error tracking performance by the proposedmethod(for example 1).

EXAMPLE 2
Consider the system as follows:

xit) |= [ o 1 {Xl(t)i| +H”(t)
X 2(t) -1 -2 || Xo(t) 1
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y(t) = [0 1]{““)}

X2(t)

2
and let yd(t) =12 (1-t) for 0O<t<1sec
Since D=0, the proposed algorithm of eq. (1&)pissidered for this case. We need two
iterations to get the desired trajectory which gitester convergence compared with the method
in [9]. Results are shown in fig.3.
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Fig: 3. Error tracking performance by the proposd method(for example 2)

Example3
Consider the system as follows:

xit) |= [ o 1 {xl(t)} +H”(t)
X 2(t) -1 -2 || Xo(t) 1

y(t) = [1 O]mﬂ

3
and let yd(t) =t (4-31t) for 0<t<1 sec.
Since D=0, CB=0, the proposed algorithm in eq. {pnsidered for this case. We need one
iteration to get the desired trajectory , as showiig. 4 and it is faster compared with that®j [
which needs two iterations.

119
PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



Khulood Moosa Omran, Turki Yunis Abdulla & Awatfif Salman Algam

il | .- of

"'I'.:Af :|Tﬂ'r1'||'r"""' L 0 e e I I B B LR LA RS RN RN H TTT
0.0 0.2 .4 0.6 [ fo B

#a

Fig.4  Error tracking performance by the proposa method(for example 3)

5. CONCLUSION

In this paper a general third order n@ay control method is proposed. Examples are
given to show the effectiveness of the proposedrablgn. The convergence proof is given for
linear system although it is applicable for nordineystem. The proposed methodology turns out
to be very simple and requires only a very rougbcdption of the manipulator to be controllers
but its main disadvantage is obviously represehtethe necessity to perform different trails for
any new trajectory which must be tracked. At thespnt moment , research activities are
devoted to investigate about the possibilitiesdetomposing the problem of following a
complex trajectory into a set of sub problems, eawh referring to a simpler ( and already
learned) trajectory. The proposed higher-orderaitee learning control algorithm uses more
historical data but betters the output trackingqremance.
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