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ABSTRACT

Dementia, a chronic neurodegenerative disorder, progressively impairs cognitive functions such as memory, reasoning,
learning, and recall, placing a significant burden on patients and healthcare systems. Early and accurate classification
of dementia severity is crucial for personalized care and intervention. This study introduces a novel Convolutional
Neural Network (CNN) designed to classify dementia into four ordinal severity levels (None, Very Mild, Mild, and
Moderate) based on MRI brain scans. Utilizing the extensive Open Access Series of Imaging Studies (OASIS) dataset,
which includes 86,437 MRI scans (67,222 ‘none,’ 13,725 ‘very mild,’ 5,002 ‘mild,’ and 488 ‘moderate’), our model
addresses severe class imbalance with a combination of the Synthetic Minority Over-sampling Technique (SMOTE) and
advanced over- and under-sampling methods. By implementing ordinal classification, the model effectively captures the
progressive nature of dementia, showing comparable or improved performance against current diagnostic benchmarks.
This approach highlights the benefits of ordinal classification in medical imaging, paving the way for enhanced severity
assessment and supporting better treatment planning.
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1. Introduction

Dementia is a complex, progressive neurodegenera-
tive disorder affecting millions worldwide, with rates
expected to rise as populations age. It profoundly
impacts cognitive functions, including memory, rea-
soning, and learning abilities, leading to significant
limitations in daily functioning and quality of life.
Current diagnostic methods for dementia rely on clin-
ical assessment, cognitive testing, and neuroimaging
techniques, which, although effective, often face lim-
itations in accurately classifying severity levels due to
subjective interpretation and inter-rater variability.
Early and accurate assessment of dementia severity is
crucial, as it enables more effective intervention plan-

ning and symptom management, potentially delaying
disease progression [1, 2].

Neurological disorders like dementia are one of the
most serious health issues across the world. Apopto-
sis, a disease in which brain cells cease to function
normally and eventually die, is one of the symptoms
of dementia. Certain brain regions that control an in-
dividual’s thinking, memory, mobility, behavior, and
emotion are affected by dementia. Dementia has an
early onset before the age of 65, but as the illness
progresses, the condition gets worse [3]. Making a
fast and correct diagnosis is a major obstacle in the
detection of dementia. Dementia has no recognized
treatment. But to identify the illness, laboratory test-
ing or imaging methods like MRI are needed. To
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tackle this difficulty, significant progress has been
achieved with computer-aided algorithms that use
neuroimaging. The absence of a reliable and effective
general-purpose algorithm makes dementia detection
a difficult research problem even with significant
advancements in this field [4]. Deep learning cutting-
edge technology to detect mental health are discussed
in [5–9].

The worldwide burden of dementia has been rec-
ognized by the World Health Organization (WHO) as
a public health issue. The World Health Organiza-
tion highlights the rising number of dementia-related
deaths globally because of ageing populations, even if
it does not forecast specific deaths. It is projected that
82 million individuals will have dementia by 2030,
and that figure will climb to 152 million by 2050. In
high-income nations, dementia is already one of the
main causes of mortality [10, 11].

CNN may become biased toward the majority class
as a result of this imbalance, making it difficult
for them to accurately identify and categorize ex-
amples from the minority classes. Confronting this
disparity in class is essential to developing a strong
and objective model [12]. To lessen these difficulties
and improve the model’s performance on the under-
represented classes, strategies like oversampling the
minority class, under sampling the majority class,
or utilizing sophisticated approaches like Synthetic
Minority Over-sampling Technique (SMOTE) might
be used. We experimented with a number of these
techniques before deciding on a combination of over-
and under sampling [13].

2. Literature review

Bron et al. [14] has conducted a study using Sup-
port Vector Machine (SVM) in which the author has
reviewed more than 20 studies and concluded that
SVM has performed better in diagnosing Dementia
when SVM was combined with feature extraction
techniques like Principal Component Analysis (PCA).
Liu et al. [15] used Convolutional Neural Network
(CNN) for feature extraction from Medical Resonance
Imaging (MRI) data, accuracy of 89.5% was achieved
in the detection of Alzheimer’s. The Performance was
boosted significantly on the limited datasets by using
transfer learning.

Zhang et al. designed and developed a model which
was hybrid using CNN-LSTM for the prediction of
cognitive deterioration in MCI patients. The newly
designed hybrid model was able to achieve 83% ac-
curacy in estimating MCI converting into Alzheimer’s
[16]. Zhou et al. developed a model by consider-
ing Random Forest classifier and he combined MRI

data with cognitive scores which resulted in achiev-
ing 86% accuracy in differentiating Alzheimer’s from
other dementias [17]. Gupta et al. applied an au-
toencoder to reduce MRI data dimensionality and
K-means clustering for knowing the different stages of
the dementia the patients were suffering from [18].
Qiu et al. has shown that the critical regions of the
brain which are identified by the model aligned bet-
ter with clinical expectations. To do this the authors
integrated attention mechanisms in CNN to improve
the explainability of detection of dementia [19].

With advancements in artificial intelligence, deep
learning models—particularly CNNs—have demon-
strated substantial promise in medical imaging ap-
plications. The CNNs have excelled in classifying,
segmenting, and identifying structural patterns in
MRI data, making them well-suited for neurodegener-
ative disease assessment [20]. In recent studies, CNNs
have been applied to dementia classification tasks,
yet most approaches treat severity as categorical, ig-
noring the ordinal nature of progression from mild to
severe stages [21]. This can limit the models’ clinical
relevance, as the transition between dementia stages
is inherently sequential rather than discrete.

To address this, our study introduces a CNN-based
approach that leverages ordinal classification to bet-
ter capture the progression of dementia severity.
Using MRI brain scans from the Open Access Series
of Imaging Studies (OASIS) dataset, we classify de-
mentia into four severity levels: None, Very Mild,
Mild, and Moderate. However, one of the significant
challenges in this study is the imbalance in class
distribution, with most scans categorized as “None”
and fewer in more severe categories. Such imbal-
ances can lead to biased predictions, reducing the
model’s utility in accurately assessing moderate cases
[22]. To mitigate this, we apply the Synthetic Mi-
nority Over-sampling Technique (SMOTE) along with
advanced resampling techniques, enhancing model
performance across all severity levels. The advance-
ment of ML and DL will be contingent upon the
incorporation of multi-modal data and interpretabil-
ity methodologies.

3. Methodology

This study utilizes EfficientNet, a state-of-the-
art CNN model that employs a novel scaling
method to balance model width, depth, and resolu-
tion. EfficientNet’s variants—such as EfficientNetB0
and EfficientNetV2—are designed for high accuracy
with optimized computational efficiency. EfficientNet
models are ideal for handling complex tasks like MRI
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classification due to their depth and efficiency in ex-
tracting high-level features from input images.

The methodology of this work starts from the col-
lection of data Open Access Series of Imaging Study
(OASIS) and ends with the model evaluation. The
step-by-step procedure is discussed in the next sub-
sections.

3.1. Data collection

The dataset in this study comes from the Open Ac-
cess Series of Imaging Study (OASIS) which consists
of 86,437 Magnetic Resonance Imaging (MRI) brain
scans. The dataset includes 67.222 scans in the ‘non’
category, 13.725 scans in ‘very mild’, 5002 in ‘mild’
and 488 in the ‘moderate’ category.

3.2. Data preprocessing

A test set of images for each category is sepa-
rated before performing any preprocessing so that we
could test the model on data that it had never seen
previously and on which we had not adjusted the
hyperparameters. This will provide a more realistic
depiction of the real performance of our model. This
work uses one hot encoding to transform categorical
variables into numerical format. The dataset was then
split into three parts, one for training the models, the
other for testing and the last one is for validation.

3.3. Model selection

In this work, EfficientNetB0 is used and its
other versions as follows: EfficientNetB0, Basic,
EfficientNetV2B1, Basic+EfficientNetB0 and Ba-
sic+EfficientNetV2B1. The kind of classification
challenge (ordinal versus regular categorical) when
utilizing EfficientNetB0 can greatly affect the model’s
performance and the way the output is handled. Reg-
ular classification is the conventional arrangement in
which there is no intrinsic ranking or order among the
classes. Assigning an input to one of multiple possible
categories is the only task, and all classes are handled
equally.

Ordinal classification: Although there may not al-
ways be an equal difference between successive
classes, the classes do have a natural order or rank-
ing. Ordinal examples include rating scales (1–5) and
severity levels (mild, moderate, severe).

3.4. Model training

The train images from every class were converted
into the desired 128×128×3 shape. To cut down on
computing time, we go with 128 pixels. The ’data’

object was created by combining the categories. The
class labels were saved in the ’result’ object after
being converted into a one-hot encoded format.

3.5. Model evaluation

The precision of positive forecasts is measured. It
emphasizes categories with higher rankings. Like sen-
sitivity, recall quantifies the genuine positive rate.
It emphasizes categories with lower rankings. Recall
and precision make up the F1 score. False positives
and false negatives are its main topics.

In statistics and machine learning, receiver operat-
ing characteristic (ROC) curves are used to assess how
well binary classification algorithms perform.

Area Under the Curve, or AUC, is a scalar metric
that represents the performance of a classification
model at every threshold that could be used. The
calculation of Scott’s pi was done to gauge test per-
formance.

4. Results and discussion

The dataset consists of 86,437 as shown in the
Fig. 1. It clearly shows that there is an imbalance in
the data.

To bring the data set in the balance, in this study,
a combination of undersampling (of the majority
classes) and oversampling (of the minority classes)
are considered 5000 and which are balanced for train-
ing or testing the model.

The dataset was split into two categories, each cat-
egory used for respective tasks, training, and testing.
Test set of images for each category was split so that
we can evaluate the model on data that it has never
seen before. To complete our objective of dividing
MRI images into four ordinal categories, we used CNN

Fig. 1. Dataset with imbalanced classes.
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Fig. 2. Loss - Ordinal Classification.

that was created expressly for this purpose. Next, to
determine whether an ordinal classifier CNN more
accurately captures the ordinality in the data, we
then compared this model to a CNN for “regular”
classification.

In this work, the MRI images into the four groups
using several models. We experimented with a variety
of methods, including developing our architecture (a
“basic” model), adding multiple layers, combining
pre-trained bases and basic models, and more. These
models include combinations of pre-trained bases and
the basic model, the EfficientNetV2B1 model, and
the basic model. Ultimately, the model that had a
pre-trained basis of EfficientNetB0 outperformed the
others.

4.1. Ordinal classification

The accuracy and loss scores of the model trained
for ordinal classification is shown in Figs. 2 and 3.
The scores for test loss were 0.0709 and test accuracy
was 0.9782.

The obtained values of Precision, Recall and F1
Score in order to assess models’ performance as

Fig. 3. Accuracy - Ordinal Classification.

Fig. 4. A screenshot of Ordinal - Precision, Recall and F1 Score.

shown in Fig. 4 for ordinal classification. These
measures account for both positive and negative pre-
cisions, making them more complex and accuracy.

The initial design of the F1 score, precision, and re-
call metrics was for a binarity environment; however,
they can be readily extended to a multiclass setting
and to ordinal classification. This is accomplished by
taking into account each class separately first, and
then calculating a micro-average, which is just the
average of the results for each individual class. The
problem is treated as a binary classification problem
for each class by the micro-average method, which
gives each class the same weight. This is the best
approach for our assignment since, unlike weighted
averages or macro-averages, which are better suited
for unbalanced data, resampling has eliminated class
imbalance. Furthermore, since overall performance is
important to us, we wish to approach the issue.

The ROC-AUC score was computed as shown in
Table 1 for ordinal classification. Although ROC-AUC
is also intended for use in binary classification set-
tings, it may be effortlessly adapted to multiclass
(ordinal) settings by calculating the micro-average
and calculating the score for each class. The model’s
total performance is shown by the ROC-AUC, which
takes into account the true positive and false positive
rates.

A measure of test performance called Scott’s pi,
which was obtained 0.9686681 for ordinal classifica-
tion. This was done since the previous metrics might
not adequately convey the ordinal relationship be-
tween the classes, even though they were modified
for ordinal categorization by computing the micro-
average and calculating scores per class. Scott’s pi is
the most appropriate to employ for these kinds of

Table 1. Ordinal: ROC-AUC.

Class ROC-AUC

Class 0 0.9966
Class 1 0.9977
Class 2 0.9997
Class 3 1.0000

Micro-average ROC AUC: 0.9988
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Fig. 5. Regular Classification: Loss.

Fig. 6. Regular Classification: Accuracy.

activities, in which numerous performance metrics
for ordinal classification were examined. Although it
was designed as a measure of inter-rater reliability,
its consideration of the ordinality of the data makes it
ideal for tasks involving ordinals, such as ours. Sim-
ilar to accuracy, Scott’s pi is evaluated, with scores
nearer 1 denoting strong performance.

4.2. Regular classification

The accuracy and loss scores of the model trained
for ordinal classification is shown in Figs. 5 and 6.
The scores for test loss were 0.0549 and test accuracy
was 0.9846. A screenshot of obtained values of Pre-
cision, Recall and F1 Score in order to assess models’
performance as shown in Fig. 7 for regular classifica-
tion. It is obtained the Scott’s pi 0.977925 for regular
classification. The ROC-AUC score was computed as
shown in Table 2 for regular classification.

Fig. 7. Regular - Precision, Recall and F1 Score.

Table 2. Regular: ROC-AUC.

Class ROC-AUC

Class 0 0.9971
Class 1 0.9977
Class 2 0.9999
Class 3 1.0000

Micro-average ROC AUC: 0.999

Table 3. Comparison results considered models.

Model Classification Loss Accuracy Scott’s Pi

EfficientNetB0 Ordinal 0.06 0.98 0.97
Regular 0.11 0.96 0.95

Basic Ordinal 0.07 0.97 0.96
Regular 0.11 0.96 0.94

EfficientNetV2B1 Ordinal 0.12 0.96 0.94
Regular 0.17 0.95 0.92

Basic+ EfficientNetB0 Ordinal 0.09 0.97 0.95
Regular 0.18 0.95 0.93

Basic+ EfficientNetB1 Ordinal 0.06 0.98 0.97
Regular 0.18 0.93 0.91

4.3. Performance comparision

The below is the Table 3 which shows the loss,
accuracy, and Scott’s pi for each of our models using
test data, including the models found in the appendix.
Since the numbers may change between runs, we
manually enter the numbers from the same run.

5. Conclusion

This study presents a novel approach to de-
mentia severity classification by leveraging Effi-
cientNet and its variants, including EfficientNetB0,
EfficientNetV2B1, Basic+EfficientNetB0, and Ba-
sic+EfficientNetV2B, on a large dataset of 86,437
MRI brain images from the Open Access Series of
Imaging Studies (OASIS). Recognizing the substantial
class imbalance in the dataset—with a predominance
of “None” and fewer “Moderate” severity cases—we
applied a combination of undersampling and Syn-
thetic Minority Over-sampling Technique (SMOTE)
to achieve a balanced dataset, ensuring robust model
training across all classes. The classification models
were fine-tuned using various hyperparameters and
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performance metrics, such as Precision, Recall, F1
Score, ROC-AUC, and Scott’s Pi, to optimize both
ordinal and regular classification methods. Results
demonstrated that the ordinal classification approach
significantly outperformed regular categorical clas-
sification, highlighting its effectiveness in capturing
the progressive nature of dementia. This finding
underscores the potential of ordinal methods in
clinical applications, where nuanced gradations in
disease severity are crucial for personalized treatment
planning.
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