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Abstract. The problem of edge detection represents one of the most elementary assignments in 

image processing, providing an essential base for all further study and interpretation of the visual data 

analysis. This paper proposed an enhanced version of the Ant Colony Optimization (ACO) algorithm for 

edge detection. The following paper tries to compare the Proposed ACO method with the conventional 

techniques of edge detection like Canny, Prewitt, and Sobel, using various quantitative metrics like Mean 

Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR), Entropy, Natural Image Quality Evaluator 

(NIQE), and Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) applied over different 

images. The datasets for this evaluation are considered as a standard Cameraman, a biological cell, and 

MRI image, with and without noise, considering the ranges of complexities and textures. The results of 

our study prove the competencies of ACO's algorithm. In some cases, it stands out against standard 

algorithms for MSE and PSNR values and maintains high Entropy values, suggesting the robustness of 

detail-keeping in an image. Further, the quality assessment of the images by using NIQE and BRISQUE 

shows the ability of ACO to maintain a natural appearance post-edge detection. In this regard, the study 

highlights that the proposed ACO is an effective method for edge detection in varying image conditions, 

and, in doing so, it even validates the effectiveness of bio-inspired algorithms in image processing 

domains. 
 

Keywords: Image processing; edge detection; Ant colony optimization; ACO. 
 

 

 

1. INTRODUCTION  

 

Edges are a primary feature of an image because they form the part in which transitions between 

different objects, regions, or primitives take place [1]. Most of the information in an image is contained at 

the edges [2]. Typically, an edge is characterized by a group of pixels where there is a noticeable shift in 

gray-level values [3]. Edge detection is fundamentally vital for crucial technologies in computer vision 

[4], which, in an image-based approach, separate different elements in an image depending upon those 

sudden changes or variations of gray levels or textures. In brief, this technique is essential in applications 

such as object tracking [5], segmentation [6], active contours [7], cryptography [8], and many others, very 

much so that it groups detected edges into contours or surfaces outlining object boundaries. Edge 

detection is designed to segment images by identifying and delineating these sharp discontinuities in gray 

levels [9]. It includes trendy methods like Canny, Sobel, Prewitt, and Log. All these methods in the 

traditional system have a colossal search space on which they carry out edge detection, hence making this 

process very memory-bound and slow [10]. Ant Colony Optimization (ACO) is an optimization algorithm 
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used for computation in ant-like agents that resemble the foraging food by real ants [11]. It is a technique 

of computational evolutionary computation in which ants communicate with each other by means of 

pheromone trails about the food sources found [12]. These pheromone markers evaporate in their turn and 

are attractive to other ants, thus positively reinforcing the discovery of the best paths [13]. This method 

has been adapted for edge detection, adding strategies to optimize and streamline the process [14].  

For example, some combination methods of edge detection based on ACO have been proposed to 

address the build-in problems associated with incomplete, broken edges and huge computational loads 

[15]. Considering the ever-increasing significant data challenges, traditional edge detection is performing 

very poorly [16, 17]. It takes much processing time, especially for larger images, and when the complexity 

of the image is higher. Even the computational power and algorithms need to be improved to keep pace 

with such humongous datasets [18].  

Our main aims in this study are to randomize the selection of the ant position and dynamic 

threshold updating. However, with this brief introduction, the rest of this paper is organized into five 

sections. The second section explains the review of the related literature. The third section elaborates on 

the architecture, flowchart, and algorithm of our proposed method. The fourth section will discuss the 

results obtained from applying this method, and the final section will provide conclusions. 

 

2. RELATED WORKS 

 

Chen [19] implements an ACO technique for edge detection in images using the distributed 

framework through Hadoop/MapReduce while doing parallel computing to gain performance and 

accuracy improvement. Chen's approach has the same computational intensity and memory challenges as 

the traditional method, which was customarily distributed over many nodes, thus enabling the processing 

of enormous image data sets. Chen's approach embraces a newly parallelized ACO technique where the 

images taken as input are ready for processing and converted into a form that can be computed. The 

approach does the edge detection in a mapped way, through segmenting and using ACO to find the edges; 

in a reduced way, the results are finally composited and stored. This process is highly distributed in nature 

from within the benefit of MapReduce, accelerating computation speeds and scaling higher levels of data 

effectively.  

Reddy and Pandian [20] have proposed an edge detection of the image based on ACO. It is a new 

approach to edge detection of the image that closely relates to foraging behavior with which ants are 

heavily interconnected. Their framework utilized the natural behavior of ants, which is laying down 

pheromones leading to optimal paths between food sources and their colony, as a metaheuristic algorithm 

to resolve the problem of edge detection in digital images. They exploit the power of ACO in coming up 

with approximate solutions to complex optimization problems, especially adaptations that would handle 

subtleties of finding critical changes in image intensity, which describes the edges of images. What they 

follow is a method whereby they build a pheromone matrix that reflects changes in intensity at each pixel, 

led by a heuristic matrix that speeds its convergence toward optimal threshold edge detection values.  

Liu and Pu [21] proposed an algorithm for the detection of edges in images using the fractional-

order ACO approach coupled with fractional differential masks and the coefficient of variation. It is 

denoted as FACAFCV. Characteristics of fractional calculus—which are the ingredients of long memory, 

non-locality, and weak singularity—are premised on the method at hand to increase the precision of edge 

detection in digital images. They generalized that the simple method borrowed from traditional integer 

order ant-colony algorithms has been generalized in their framework with fractional order techniques, 

playing a better edge detection role than traditional integer order ant-colony algorithms, mainly in the 

presence of noise. The authors deploy the methodology where the ants are initialized on the image pixels 

while their motion and pheromone patterns are applied to fractional calculus principles, thus involving a 

finer search for the edge features in the images. 
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The results of the experimentation carried out show that FACAFCV yielded much better accuracy 

in edge detection than traditional methods, particularly in the images destroyed by multiplicative noise. 

The result concluded that fractional calculus not only helps enhance the edge but also reduces the effect of 

noise present in the image; therefore, it is robust for use in practical situations for edge detection. They 

proposed the development of adaptive algorithms in the future, where the parameters of the fractional-

order model would change based on the specific characteristics of the input images. All these clearly point 

to the necessity for in-depth testing with all sorts of images at different noise levels to validate and tune 

further the effectiveness of the algorithm. Such progress can open the way for broader applications of 

fractional-order algorithms to real-world image-processing tasks. 

 

3. MATERIALS AND METHODS 

 

This paper proposes an approach to the problem of edge detection in grayscale images using ACO 

techniques. This present method imitates the behaviors of ant colonies that can enhance edges in a process 

over digital images. Here, we outline the methodology in four main steps: initialization, construction, 

update, and decision processes. 

Step 1: Initialization Process 

Initialize the positions of K ants that are assigned randomly on image (I) and initialize the 

pheromone matrix. 

Step 2: Construction Process 

For construction step n=1: N 

For ants k=1: K 

Sequentially move the ants for L steps, according to a probabilistic transition matrix P(n) 

 

𝑃(𝑙,𝑚),(𝑖,𝑗)
𝑛

=
(𝜏𝑖,𝑗

(𝑛−1)
)

𝛼

(𝜂
𝑖,𝑗

)
𝛽

∑ (𝜏𝑖,𝑗

(𝑛−1)
)

𝛼

(𝜂
𝑖,𝑗

)
𝛽

(𝑖,𝑗)∈Ω(𝑙,𝑚)

 1 

 

Where: 𝜂𝑖,𝑗, heuristic information, can be calculated using equation 2. 

 

𝜂
𝑖,𝑗

=
1

𝑍
𝑉𝑐(𝐼𝑖,𝑗) 2 

 

Where: 𝑉𝑐(𝐼𝑖,𝑗), represent the measure of local intensity variation, can be calculated using equation 3. 

 

𝑉𝑐(𝐼𝑖,𝑗) = 𝑓(|𝐼𝑖−2,𝑗−1 − 𝐼𝑖+2,𝑗+1| + |𝐼𝑖−2,𝑗+1 − 𝐼𝑖+2,𝑗−1| + |𝐼𝑖−1,𝑗−2 − 𝐼𝑖+1,𝑗+2|

+ |𝐼𝑖−1,𝑗−1 − 𝐼𝑖+1,𝑗+1| + |𝐼𝑖−1,𝑗 − 𝐼𝑖+1,𝑗| + |𝐼𝑖−1,𝑗+1 − 𝐼𝑖−1,𝑗−1|

+ |𝐼𝑖−1,𝑗+2 − 𝐼𝑖−1,𝑗−2| + |𝐼𝑖,𝑗−1 − 𝐼𝑖,𝑗+1|) 

3 

 

Step 3: Update Process 

The pheromone matrix is updated in two stages: 

 

 

Step 3.1: Local update: 
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After every move of an ant, the level of pheromone at every visited pixel is raised based on the 

gradient at that pixel modulated by an evaporation factor 𝜌. The local update is: 

 

𝜏𝑖,𝑗

(𝑛−1)
= {

(1 − 𝜌). 𝜏𝑖,𝑗

(𝑛−1)
+ 𝜌. Δ𝑖,𝑗

(𝑘)
, 𝑖𝑓 (𝑖, 𝑗) 𝑖𝑠 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑘𝑡ℎ𝑎𝑛𝑡

𝜏𝑖,𝑗

(𝑛−1)
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 4 

 

Step 3.2: Global update: 

After all ants have moved in a given iteration, the global update is applied to refine the paths in 

which many ants agree on significant edge features, which is computed as: 

 
𝜏(𝑛) = (1 − 𝜓). 𝜏(𝑛−1) +  𝜓. 𝜏(0) 5 

 

Step 4: Decision Process 

The final decision if the pixel is part of an edge or not belongs to an applied threshold 𝑇 and the 

pheromone matrix. A binary image is produced where each pixel is marked as an edge if its pheromone 

value exceeds this threshold. The current dynamic method of updating 𝑇 iterates, step by step in each 

iteration, updates to separate the pheromone matrix into two classes with progressive adjustment based on 

the mean values of the two classes until convergence as the following: 

Step 4.1: Initialize 𝑻
(𝟎)

 𝒖𝒔𝒊𝒏𝒈 𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 6, then set the iteration index 𝑙 to 0. 

 

𝑇(0) =
∑ ∑ 𝜏𝑖,𝑗

(𝑁)
𝑗=1:𝑀2𝑖=1:𝑀1

𝑀1𝑀2
 6 

 

Step 4.2:  

Separate the pheromone matrix 𝜏(𝑁) into two classes using 𝑇(𝑙). Furthermore, calculate the mean 

of each class using equations 7 and 8. 

 

𝜇𝐿
𝑙 =

∑ ∑ 𝑔
𝑇(𝑙)
𝐿 (𝜏𝑖,𝑗

(𝑁)
)𝑗=1:𝑀2𝑖=1:𝑀1

∑ ∑ ℎ
𝑇(𝑙)
𝐿 (𝜏𝑖,𝑗

(𝑁)
)𝑗=1:𝑀2𝑖=1:𝑀1

 7 

 

𝜇𝑈
𝑙 =

∑ ∑ 𝑔
𝑇(𝑙)
𝑈 (𝜏𝑖,𝑗

(𝑁)
)𝑗=1:𝑀2𝑖=1:𝑀1

∑ ∑ ℎ
𝑇(𝑙)
𝑈 (𝜏𝑖,𝑗

(𝑁)
)𝑗=1:𝑀2𝑖=1:𝑀1

 8 

 

Where 𝑔
𝑇(𝑙)
𝐿 (𝓍), ℎ

𝑇(𝑙)
𝐿 (𝓍), 𝑔

𝑇(𝑙)
𝑈 (𝓍), and ℎ

𝑇(𝑙)
𝑈 (𝓍) can be calculated using the following equations. 

 

𝑔
𝑇(𝑙)
𝐿 (𝓍) = {𝓍, 𝑥 ≤ 𝑇(𝑙)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 9 

 

ℎ
𝑇(𝑙)
𝐿 (𝓍) = {1, 𝑥 ≤ 𝑇(𝑙)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 10 

 

𝑔
𝑇(𝑙)
𝑈 (𝓍) = {𝓍, 𝑥 ≥ 𝑇(𝑙)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 11 

 

ℎ
𝑇(𝑙)
𝑈 (𝓍) = {1, 𝑥 ≥ 𝑇(𝑙)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 12 
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Step 4.3: Update the threshold for the next iteration 

 

𝑇(𝑙=1) =
𝜇𝐿

𝑙 +  𝜇𝑈
𝑙

2
 13 

 

Step 4.4: Check for convergence using equation 14, then repeat Step 4.2; 

 
𝑖𝑓 |𝑇(𝑙=1) − 𝑇(𝑙)| > 𝜖 14 

 

Finally, finalize the edge detection: 

 

𝐸𝑖,𝑗 = {
1, 𝑖𝑓 𝜏𝑖,𝑗

(𝑛−1)
≥  𝑇(𝑙)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 15 

 

Furthermore, Fig. 1 displays the flowchart of the proposed methodology. 

 

 
Fig. 1. Proposed Method Flowchart. 

 

 

4. RESULTS AND DISCUSSION 

 

In this study, we test our proposed ACO method using three standard images, see Fig. 2. Table 1 

provides a comparison of the ACO method against traditional methods (Canny, Sobel, Prewitt) across 

three images: Cameraman, Cell, and MRI, across various image quality metrics. Test results after the 

experiment showed that the ACO approach produced excellent performance with respect to all the basic 

metrics of image processing. The consistently lower MSE values indicate that ACO introduces fewer 

errors during the image processing task.  
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Cameraman Cell MRI 

   
 

Fig. 2. Sample Images.  

 

So, it means that by virtue of the fact that generally, these metrics were lower and added up to 

higher PSNR values across the dataset. ACO has a higher capacity to maintain a higher quality signal in 

the presence of potential noise. Wherever the actual quality of the image is required, as in medical 

imaging or the analysis of satellite images, this is indispensable in applications. ACO implies higher 

entropy values; therefore, it would be better for retaining or even improving the informational content of 

the image. 

 
Table 1. Comparative analysis: best results are in bold. 

Image Metric ACO Canny Prewitt Sobel 

Cameraman 

MSE 0.2712 0.2918 0.2851 0.2847 

PSNR 6.8588 5.3489 5.4507 5.4566 

Entropy 0.7186 0.4685 0.2344 0.2339 

NIQE 20.647 25.074 26.0458 26.7872 

BRISQUE 46.2264 46.6264 47.8466 47.8234 

Cell 

MSE 0.2031 0.2251 0.2208 0.2209 

PSNR 8.0151 6.476 6.5598 6.5585 

Entropy 0.5592 0.4188 0.2138 0.2148 

NIQE 17.8456 18.8587 18.8541 18.8542 

BRISQUE 48.2442 48.8813 46.5195 46.5867 

MRI 

MSE 0.0625 0.0976 0.0755 0.0756 

PSNR 12.3363 10.1077 11.2199 11.217 

Entropy 0.4266 0.4187 0.1322 0.1328 

NIQE 17.913 19.1088 22.0799 22.2711 

BRISQUE 45.3039 47.6813 45.6402 45.6691 

 

This will be an essential aspect in cases where the task at hand for a texture analysis has to be 

exhaustive or where the subtlety of the image carries essential information, as in the case of pattern 

recognition or forensic analysis. However, while it displays such competitive NIQE and BRISQUE 

scores, it showcases performance variance. All of these measures predict all practical purposes for human 
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perceptions, and so they will match the outcome predictably, regardless of an ACO's efficiency on 

technical measures. Finally, Fig. 3 displays the detected edges across different edge detection methods. 

 

Original image ACO Canny Prewitt Sobel 

     

     

     
 

Fig. 3. Detected edges. 

 

The reasons for this variance could be, for instance, that ACO treats image details and noise in 

ways that affect their visual aesthetic qualities and are not well represented by traditional metrics like 

MSE or PSNR. Of course, there is a need to compare traditional edge detection methods, such as Canny, 

Sobel, and Prewitt, to make a simple conclusion that ACO would be able to reduce errors and improve the 

quality of the signal effectively. However, there may still be some situations where there is a necessity for 

these traditional methods, especially when there is ease of computation and speed involved, being 

paramount to the smallest gain in reduction of error and preservation of detail facilitated by ACO.  

 

5. CONCLUSIONS 

 

In this paper, an enhanced ACO algorithm for edge detection was proposed, and its result was 

compared with traditional techniques of edge detection, such as Canny, Prewitt, and Sobel. Such 

comparison uses quantitative metrics such as MSE, SNR, Entropy, NIQE, BRISQUE, and a whole bunch 

more. This comparison is done across quite an array of different images, including Cameraman, cells, and 

MRI images, all differing in complexity and texture. From the experiment, we can conclude that the ACO 

algorithm works well, especially in cases where the algorithm works more efficiently than the 

conventional one with high MSE and PSNR, maintaining high values of entropy. It assures that the 

method can keep more detailed information in images. It is worth noting that quality assessment 

employing NIQE and BRISQUE algorithms reveals that ACO manages a look that is representative of a 

natural look after edge detection. The paper, therefore, applied the effectiveness of bio-inspired algorithms 

in the management of diverse imaging conditions in the edge detection framework. 
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