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ABSTRACT

This paper modifies the numerical solution of initial value problems of the Delay
Differential Equations (DDESs) by making it deals with Retarded Differential Equations (RDES)
with several delays

y(O)=T1Ey® yt-n)yt-7)...y(t-7,)),  t>0
y(t) = ¢(t), t<0
where 7,,7,,...,7, are positive constants, ¢ and f denote given vector-valued functions. The

stability behaviors of linear multistep method for RDEs is studied and it is proved that the linear
multistep method is GP-stable if it is A-stable for Ordinary Differential Equations (ODES).
Keywords: GP-Stability, Linear Multistep Methods, Delay Retarded Differential Equations.
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1 - Introduction

In this paper, we are concerned with stability behaviors in numerical methods
for the solution of initial-value problems for systems of Delay Differential Equations
(DDEs) with several delays:

y') = f(ty@®), y(t—7), yt—7,),.... y(t—7,)), t>0
y(t) = ¢(1), t<0
where 7,,7,,...,7, are positive constants, f and ¢ denote given vector-valued functions
with

f(t.X Y1, Y50-.Y,)€CY, (Where teR, y(t)eC")

(D)
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y(t—rl)eCN,y(t—rz)eCN,...,y(t—rﬂ)eCN), ¢(t)ECN,Tl,T2,...,Tﬂ>0
and y(t) eC" is unknown for t>0

In particular, stability properties of linear multistep methods (LMMs) will be
investigated based on the following test system:

i
y'(t) = Ay(t)+ D> Byt-17,), t>0 )
i=1 e
y(t) = ¢(1), t<0
Where A & B, B,, ..., B, denote complex constant N x N —matrices and

7,,7,,...,7, >0. The solution of (2) is called asymptotically stable if
!Lr'g y(t)=0 ...(3)
For any matrix X, denote its determinant by det[X ], its spectrum by o[X] and its
spectral radius by p[X ]
2 - The Stability of The Tested Systems:

Define a function of two complex variables z, wby:
F(z,w)=det[zl — (A+w'B)] ...(4.2)
and for a system of several delays, the function becomes:
F(z,w) = det[zl - (A+ w3 B))] (4b)

i=1

Lemma 2.1: ([6] & [4])

Let |C| <1, then all exact solutions to the system:
y't)=Ay(t)+Byt—-7)+Cy'(t—17), t>0
y(t) = #(t), t<0
are asymptotically stable if:

(C1) Every eigenvalue of the matrix A has negative real part
(ie. Aec[A] = Re(1)<0),

(5

(C2) For any pure imaginary ¢, the spectral radius of (&1 — A)™(B +&C)
is less than 1 in magnitude .

(i.e. Sup, PLE - A) (L +B)I<D),
&#0

(Cs) The spectrum of A™'B does not include (-1).
(ie. —1¢o[A7B])

where | Al = sup|Ax

x||2 = (X, X), xe C" where (x, x) is the inner product.
XL

M
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Note That:
(1) The condition (C2) is readily verified to be equivalent to the condition that for the
parameterized matrix Q(&) = (I —&C) (A + £B) we have:
(C,) All the non-zero eigenvalues of the matrix Q(&) have negative real part
whenever & <1. [4]
(2) Under condition (C1), the identity w F1(z, w):
F.(z,w) = det|zl —{A+w*(zC +B)j|
= det[(z1 - A)-w?(zC +B)]
— det|(z1 - Al ~w(zl - A)(zC + B)]
WF, (z,w) = det[(zl - A){Wl —(z21 =AY (zC + B)}]
— det[(21 - A)]det[wi — (21 - A)*(zC + B)|
holds for z such that Re(z) >0. [6]
The condition:
(C,) F,(z,w) = 0 for any z (= 0) and w which satisfy Re(z)>0 and W >1,
Implies (C>) if (C1) satisfied.
where F(z,w)=det[zl -{A+w"(zC +B)}] is a function of two complex
variables z, w. [6]

Lemma 2.2: [6]
Let |[C| <1, then all exact solution of equation (5) is asymptotically stable if

(C1), (C,), (Cs) are satisfied.

Lemmas, 2.1 and 2.2, deals with Neutral Differential Equations (NDES) type systems.
Putting C=0 transforms the attention from NDEs systems to RDEs systems, the
treatment will then be generalized to RDEs with one delay by making it deals with
several delays. By these assumptions and the first two conditions only, it will be shown
that the linear multistep method for the system (2) is GP-stable.

New Investigations:

Putting C=0 =|C|=0<1 in Lemmas 2.1 and 2.2, it will be shown that all
exact solutions to (2) preserve the asymptotical stability if:

(S,) VAeo|A]= Re(1)<0 ...(6)
(S,) Rg(t;)p_op{(fl —A)li Bi}<1 - (7)

or (S;) Vv 2eolQ(&)], 4#0=Re(1) <0 whenever |£] <1,
where Q(&)=A+ 52#: B, .

where ||A| = sup)|Ax

x||2 =(X,X), xeC" where(x, x)is the inner product
Ix=

b

Assumption 2.3:
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Following condition (S1) above, the identity:

F(z,w) = detfzl - (A+w? B))]

i=1

— det(zl - A)—W‘li B
= det[(zl — A){l —w*(zl — A)‘li B}
wF (z,w) = det[(zI — A){wl —(zl - A)‘lzﬂ: B.}

— det[(z1 — Aldet[wl - (21 - A)"S B]

Holds for z such as Re(z) > 0.
Lemma 2.4:
The condition (§2) F(z,w) =0 for any z (# 0) and w which satisfy Re(z) >0
and |w >1, implies(Sy) if (Su)is satisfied, where F(z, w)is defined in equation (4).
Proof:
To prove that where (S1) is satisfied, then (§2) = (S,). Assume that (§2) 5

satisfied, but (S2) does not hold if (Sy) is satisfied, then whenever zo (+# 0), Re (zo)=0 we

have: p{(zol —~ A)’lz”: Bi} >1

i=1

By the definition of spectral radius [3]:
2 H

pl(z) =A™ B 1= sup{|wo| Wy € of(z,l —A) Y] Bi} >1,
i=1 i=1

H u
then Now since W, € of(z,l — A) ™D B;] = det[w,l —(z,] —A) "> B]=0
i=1 i1
By Assumption 2.3 above and under the condition (S1) we have:

1%
WoF (29, W, ) = det[(z,1 — A)ldet[w, | —(z,1 - A)* D B/]
i=1
=0
Thus, either wo=0 or F(zo, wo)=0. And since w, =0, (w,|>1) = F(z,,w,)=0 which

contradicts condition (§2)

u
p[(zOI—A)lzBi}l whenever Re(z,)#0&z,#0. #

i=1
Lemma 2.5:
Let |C||=0, then all exact solution of equation (5) with C=0 and several

delays (that is equation (2)) will preserve the asymptotical stability if (S1) & (§2) are
satisfied.
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Proof:

According to Lemma 2.2, we have |[C|=0<1= C =0, so equation (5) with

C =0 is given by
y'(t) = Ay (t) + By(t —7), t>0
y(t) = ¢(1), t<0

and for several delays we get test system (2).
Thus, according to Lemma 2.2, this system preserves asymptotical stability if it

is proven that (52) = (§2).
Suppose that (§2) is satisfied, but (62) does not hold, then for any zo (= 0) and wo
which satisfy Re(z,) >0 and |wy|>1, F(z,,W,) =0
= det[z,] — (A+w, '(z,C +B))]=0
Since we have the assumption |[C||=0=C =0, we get
= det[z,] —(A+w, 'B)]=0
and for several delays system we have

U
= det[z)] — (A+w, »_.B)]=0
i=1

= F(z5,W,) =0

which is in contradiction to the condition (§2) :
Conversely, Suppose that (62) is satisfied, but (§2) does not hold, then for any
2’ (#0) and w” which satisfy Re(z") >0 and ‘w*‘zl, F(z',w)=0

= det[z’] —(A+w*_li B.)]=0

i=1

Also for one delay system we get:

— det[z'] —(A+w B)]=0

And for equation (5) we have:

— det[2’1 —(A+W (2’C+B))]=0
=F((z",w)=0

which is in contradiction to the condition (62). #

Theorem 2.6:

Let ||C|| =0, then all exact solutions of equation (5) with C=0 and several

delays (that is equation (2)) will preserve the asymptotical stability if:
1- (S1) and (S2) are satisfied. or

2 - (S1) and (S,) are satisfied.
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Proof:
According to Lemma 2.5, one needs only to prove that:

1- (S,)=(S,). or
2- (S,)=(S,).
Proof (1): By lemma 2.4 it has been proved that (§2) = (S,).
If (S1) is satisfied, so it is sufficient to prove that (S,) = (§2).
Assume that (S») is satisfied, but (§2) does not hold, then for any z"(#0) and
w” which satisfy Re(z") >0 and ‘W*‘Zl, we have F(z',w)=0

— det[z"] — (A+ w*’li B)]=0

i=1

Again by assumption 2.3 we have:

WF(z',w)=det[(z'l - A)]det[w| — (2"l - A)’li B.]=0

i=1

= either det[z'] —-A]=0 =37 eo[A]— Re(z") <0(not valied)

or det[w'I —(z'I —A)’li B,]1=0

i=1

=3w eo(z'l - A)‘li Bl= sup{\w*\ W eof(z'l - A)-li B, ]} >1

= @] - A)’li B]>1

which is in contradiction to the condition (S>).
Proof (2): Suppose that (S,) is satisfied, but (S;) does not hold,

=3 eC with |5|<1& 4, €0Q(&)] with 4, =0 such that Re(4,)>0 where
Q(éo) = A+§OiBi :

Let zo=4 & Wo=&" (&§)#0. Thus [wy|>1 & - z, € olQ(W,")], z, =0

= Re(z,) >0 (whenever ‘ng‘sl, e [wy|>1)

F (20, W) = det[z1 —(A+w, "3 B)]

i=1
=0
and this is in contradiction to the condition (§2) .
Conversely, Assume that (S,) is satisfied, but (§2) does not hold, then for any

Z’(#0) and w” which satisfy Re(z")>0 and ‘W*‘Zl, we have F(z',w)=0
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— det[z'l - (A+ w*‘li B)]=0

i=1
= 37" eo[Q(¢&7)] with 2" #0=Re(z")>0 (where & =w").
which is in contradiction to the condition (S;), this completes the proof of theorem 2.6.
#
Illustrative Example 2.7:

To illustrate the main theorem stated in this paper, we give an example of RDE.
Recall equation:

y'(t) = AY(t)+iBiy(t—ri) t>0

This example, see [3], is the case for:

0 | 0 0 o 0
A: 9 Bl = ) B2 = 1
100 -10 0 25 0

20
It easy to calculate the spectrum of A, thatis |4l —A=0= 4, =-5F8.6603i, j=1,2,

so the spectrum of A is just (-5) = 4, & 4, e o[A] = Re(4,) & Re(4,) <0.
Furthermore,

() - 0 1 0 0 0 0
5_—100 —10+§0 25| "o %

|0 1
=100 —(10+24.95¢)
|ﬂ| - Q(§)| =0 = 2 +(10+24.95£)1+100=0
whenever |£] <1, we have
A, £-3.1331+0i,
A, £-31.8059+0i,
A, & 4, <0, have negative real part
=>4 &4, e€0[Q()], 4, &4, #0 = Re(4,) & Re(4,) <0
H
whenever |£ <1, where Q(&) =A+¢&) B,
i=1
Henceforth, conditions (S1) and (S,) are satisfied, and the system (2) is
analytically asymptotically stable. Now, Consider the ordinary differential equations:
X'(t) = f(t,x), t>0
x(0) = X,,

where x(t) and f(t, x(t)) are vector-valued functions. If h >0 denotes a given stepsize,
the gridpoint t, is given by tn=nh, and x, denotes an approximation to x(tn). A linear
multistep method can be written as
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[

>ax, =hiﬂjf(tn_j,xn_j), (n=k+Lk+2,..) ...(8)
j=0

j=0
Here a; & B;(j=01,...,k) denote the coefficients of a LMM. Let p(z) & o(z)
be the usual characteristic polynomials:

k -
pr(z) = Zajzk_‘
=0

o(2) = Z,szk‘j

Remark 2.8:

A linear multistep method (,,o) is called A-stable if all roots z of
p(z)—Ac(z) =0 satisfy |z]<1 whenever Re(1)<0. Then we easily obtain the
following result.

Lemma 2.9: [7]

The linear multistep method is A-stable if and only if p(2)I —o(z)A is

inevitable (whenever all eigenvalues A of A satisfy Re(4) <0 and |z|>1).

In section 3, we will present adaptation of the linear multistep methods for the
numerical solution of (1). In section 4, we investigate the stability of LMM and we will
show that the LMM is GP-stable if it is A-stable for ODEs. Where GP stands for the
general P-stability of DDEs.

3 - Linear Multistep Method for DDEs:
In order to make the linear multistep method (8) adapt to(1), we introduce

unknowns u, (t),u,(t),...,u,,(t) as:

(1) = y(t-7,)

U, (t) = y(t—7,)

...(9)
u,®=yt-r,)
Then (1) can be converted into the following form:
y'(t) = £t y(t),uy (1), up(t),....,u, (1), t>0 (10)
y(t) = 4(t), t<0
Application of the linear multistep method (8) to (10) yields
k k
Y ay,  =hy pf ((AATARTRATAATID ..(11)
j=0 j=0

Let 7, =(m,—0;)h >0, 1=12,..., 1.
with the integer m, >1& 6, €[0,),i=12,...,u. Then (Uin,j,i=1,2,-~-,ﬂ) can be

computed by Lagrange interpolation [2] where the derivative and infinite integral of any
polynomial are easy to determine and the results again polynomials so that
(Uin,j ,1=12,..., 1) can be computed by Lagrange interpolation as:
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u, D ZLk (51)yn—j—m1+k
k=-r

u, =y L(o -
2 kzr (2)Yn-j-m, ...(12)

ZL ynjm+k

(whenever n>m, +1, s+1<m. <-r, i=1.2,...,4)
Here r & s denote given non-negative integers, and

Lk(@)zﬁ%, i=12,..., 4 ..(13)

J#k
To go into the stability behavior of (8) in the numerical solutions of the general
equation (1) we apply (11) & (12) to the test system (2) and obtain

k
ZajynJ:zﬁAynl-"ZﬂBu T +Zﬂ1 Uy,
j=0 j=0
K Ko
BZL(é‘)ynjmﬁl : Z BZ yn]m+|
k

=2 AR
Zﬂ]glzsllﬂ (5I)yn—j—m|+i (14)

Mx

I
o
Y
o
W
|
i

k

=Y BAY,  +

j=0 |

M}

j=0
j=0 i=—r

1]
1N

where A =hA, B = hB.
4 - Numerical Stability of LMM:
Let

P (z:8) = (C@B)a(2:5),
.pz(Z; 5,) = (0(2)?2)052(2;52),
p.(z:8,)=(c(2)B,)a,(z:6,),

2 . (2:6,) = gw(z)ﬁk)(ak(z;ak» - a(z)kﬁl,ﬁkak(z;ak)
Q) = p() () A
o =Y L(6)7", k=1,2,....
Then the characteristic equation of (14) can be written as:

det[zm*rqa) -3p, (z:(sk)} -

i=—r

In view of the assumption discussed in section 2 and definition 3 of reference
[5], we introduce the set:
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H={(A.B,B,.....B,)}eC"™ xC"™ x.. xC"™ (u+1 times)
:(A,B,B,,...,B,) satisfies:

(2) sup p{(fl - K)‘lifﬂ <1
Re(£)=0 i=1

o E
or vV 2eo[Q(&)], A #0=Re(4) <0 whenever |£[ <1, where Q(&) =A+&) B, .
i=1
Definition 4.1:
Let (A,B,,B,,...,B,) be given and & [01). Then the process (14) is
(6,,0,,....5,)— stableat (A,B,,B,,...,B,) ifand only if :
limy, =0 whenever s+1<m; <-r.

t—o

The (4,,6,,...,6,) —stability region of the process (14) is defined by:
S;(r;s)={(A,B,,B,.....B,) eC"™" xC"" x.. . xC"™" (u+1 times)
:the process (14) is &, -stableat (A,B,B,,...,B,),i=1,2,...,1}.

The stability region S of the process (14) is defined by:
S(rs)= (S, (rs), i=1,2,...,u

058,87 ,...8, <1

Definition 4.2:

The process (14) is GP-stable if H < S(r, s).
Now as an equivalent to remark 2.8 for ODEs we can say that the process (14) is
(3,,5,...,8,) —stable at (A,B,,B,,...,B,) if and only if the characteristic polynomial
of (14) satisfies:

det{z”‘”Q(z)—i pk(z;5k)}:0 = |z <1, ...(15)

(whenever ze C,s+1<m, <—r).
Simplification 4.3:

The process (14) is (8,,6,,...,8,)— stable at (A,B,,B,,...,B,) whenever
s+1<m,; <-r ifand only if:

Q(2) is inevitable (whenever |z| >1) ...(16)
supp{Q(z)‘li pk(z;5k):| <1 ..(17)
z|=1 k=1

det{z”‘”Q(z)—i pk(z;ék)}to ...(18)
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u
whenever s+1<m; <-r, |z| =1, p|:Q(Z)12 pk(z;ék)} =
k=1

Lemma 4.4: [7]
Assume the LMM (p,o) is A-stable for ODEs, then |z/>1 and

o(2) =0 = Re2?) 5 0,
VA

Remark 4.5: [7] & [6]
In order to investigate the statement: sup p[Q(z) p(z; 5)]

24

We consider the regions >, & T" given respectively by:

1+£/2
{5 §eCyi 27 1} ...(19)
e 1+¢/2|_
F—{&f.ﬁeC, 1_5/2‘_1} ...(20)

Lemma 4.6: [7]
Assume o(A)c Y. Then: p[(& —A)'Bl<sup p[(&8 —A)*B], whenever
el

Ee .
Lemma 4.7: [6,4]

For polynomial o, consider the condition: |a(z;6)<1  whenever
7/=1& 0<5<1.

The following Theorem forms the main result of the paper.
Theorem 4.8:

If the linear multistep method (0, o) is A-stable for ODEs, then the process
(14) is GP-stable.

Proof:

In order to proof that the process (14) is GP-stable we have to show that:
H < S(r,s).
Now assume that the method (,0,o) is A- stable for ODEs. Let

) is inevitable (whenever z(Qfrom lemma 2.9 it follows that (A,B,,B,,..., B,)eH,
Hence, (16) is fulfilled )|z|=1
(i) If o(z) =0 for some z with |z| =1, then:

p{Q(Z)li P (z; 5k):| = p[O] =0<1
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(i) If o(z) =0 with |z|=1, then it follows from lemma 4.4 that:

p()
Re ——~ a(z)

Then from the definition of the set of H, we have:

(1) When Re EZ; 0, p[Q(z)‘lzpk(zﬁ)} [(@IKJiI§k}<1
(o2

2)When Re 282 = 0 then 2(2) o 5.
o(2) o(z)

from lemma 4.6 and o(A) = >, we arrive at:

N I 1771 T
p{Q(Z) ;pk(zlé‘k)}—/{(o_(z)l Aj ;BK:I

ssupp{(a - K)lﬁa} <1

gell i=1

U
Hence, p{Q(z)lzpk(z;5k)}<1. From simplification 4.3 we conclude that

H < S(r,s).

Thus if LMM is A-stable for ODEs = process (14) is GP-stable for (2). And
this completes the proof of this theorem. #
5 - General Conclusions:

In this paper two major properties have been proved theoretically for DDEs,
namely
(i) The NDEs has been successfully transformed into RDEs with several delays.

(i) It has been proved that the LMM is GP- stable for DDEs if it was A- stable for
ODEs.
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