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ABSTRACT

Watermarking offers great potential for medical images by embedding identifiable information that ensures secure and
authenticated sharing of patient data while maintaining both integrity and diagnostic quality. In this paper, we present
an innovative framework for blind medical image watermarking that harnesses advanced feature extraction techniques,
including K-Means clustering, BRISK (Binary Robust Invariant Scalable Key-points), GFTT (Good Features to Track), and
chaotic systems algorithms.

We conducted extensive experiments on the Ocular Disease Intelligent Recognition (ODIR) dataset, focusing specifi-
cally on Retinal Optical Coherence Tomography (OCT) images. The results highlight the framework’s ability to preserve
image quality and diagnostic utility, with minimal perceptual impact, as evidenced by strong evaluation metrics: a Mean
Squared Error (MSE) of 0.0001, a Peak Signal-to-Noise Ratio (PSNR) of 85.27, a Structural Similarity Index Measure
(SSIM) of 0.9999, a Normalized Correlation Coefficient (NC) of 1, and a Universal Average Change Index (UACI) of 0.

Overall, this framework represents a significant step forward in the secure sharing of medical images, ensuring that

patient data remains protected and accessible without compromising diagnostic fidelity.

Keywords: Medical image watermarking, Machine learning, K-Means clustering, BRISK, GFTT, Image security, Data
integrity, Entropy, PSNR, SSIM, Chaotic systems, Feature extraction, Robustness

1. Introduction

In the digital era, the secure transmission and stor-
age of medical images have become paramount in the
healthcare industry. Medical imaging plays a crucial
role in diagnosis, treatment planning, and patient
care, making it essential to ensure the integrity, con-
fidentiality, and authenticity of the associated data.
However, with the increasing reliance on digital tech-
nologies, medical images are vulnerable to a range
of threats, including unauthorized access, tampering,
and data breaches. These concerns necessitate the
development of robust techniques to protect medical

images while maintaining their diagnostic quality [1-
31.

Watermarking has emerged as a promising solution
to enhance the security of medical images. By em-
bedding imperceptible watermarks into the images,
critical information such as patient details, authen-
tication codes, and integrity verification data can
be securely transmitted along with the images. Tra-
ditional watermarking techniques have focused on
spatial and frequency domain approaches, but these
methods often face challenges in achieving the nec-
essary balance between imperceptibility, robustness,
and computational efficiency [4, 5].
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Recent advancements in machine learning have
opened new avenues for improving the effective-
ness of watermarking techniques. Machine learning
algorithms can be employed to optimize feature ex-
traction, clustering, and classification tasks, enabling
more secure and resilient watermarking methods. In
this context, the combination of machine learning
with traditional watermarking techniques offers a
powerful approach to address the challenges of med-
ical image protection [6, 7].

This paper introduces a novel framework for med-
ical image watermarking that integrates K-Means
clustering with Binary Robust Invariant Scalable
Key-points (BRISK) and Good Features to Track
(GFTT) algorithms. The proposed method leverages
the strengths of spatial domain techniques to em-
bed watermarks in a way that enhances security and
robustness while preserving the image’s diagnostic
quality. By utilizing K-Means clustering for efficient
image pixel clustering and feature extraction, then
combining it with BRISK and GFTT for robust key-
point detection, this hybrid approach significantly
improves the imperceptibility and resilience of wa-
termarked images.

The framework is further enhanced by the incor-
poration of chaotic systems, which add an additional
layer of security and ensure the reliability of water-
mark detection during transmission. The performance
of the proposed method is evaluated using a range of
image quality metrics, including Mean Squared Error
(MSE), Peak Signal to Noise Ratio (PSNR), Univer-
sal Quality Image Index (UQI), Structural Similarity
Index Measure (SSIM), and Spatial Correlation Coef-
ficient (SCC). Empirical evaluations conducted on the
Ocular Disease Intelligent Recognition (ODIR) in par-
ticular, Retinal optical coherence tomography (OCT)
medical images dataset demonstrate the effectiveness
of the proposed framework in achieving a balance
between imperceptibility, robustness, and security.
The experimental results indicate that the method
successfully preserves the image quality while em-
bedding watermarks of varying lengths, ensuring
high levels of security and integrity. The contribu-
tions of this paper include: (1) the integration of
BRISK and GFTT for powerful feature extraction, (2)
the application of K-Means clustering to enhance tra-
ditional watermarking techniques, and (3) the use
of chaotic systems to strengthen the reliability and
integrity of medical image sharing [8, 9].

This paper is organized as follows: Section 2 pro-
vides a background. Section 3 provides a review of
related work in medical image watermarking and the
integration of machine learning techniques. Section 4
details the proposed methodology, including the com-
bination of K-Means clustering, BRISK, and GFTT

algorithms. Section 5 presents experimental results
and performance analysis, while Section 6 concludes
with a discussion of the findings and future research
directions.

2. Background

Medical images are crucial in modern healthcare,
providing essential diagnostic information and aid-
ing in treatment planning. The sensitivity of these
images, generated from modalities such as MRI, CT
scans, and X-rays, necessitates robust security mea-
sures to protect patient privacy and ensure data
integrity. As medical imaging increasingly relies on
digital systems for storage and transmission, the
risk of data breaches and unauthorized alterations
becomes a significant concern [10, 11]. Therefore,
securing medical images involves addressing several
challenges to maintain the integrity, confidentiality,
and accessibility of sensitive patient data.

Traditional watermarking techniques include spa-
tial and frequency domain methods. Spatial domain
watermark involves modifying pixel values directly
to embed a watermark [12]. The watermarked image
Livatermarked 1S Obtained by adding a watermark W to
the original image I,r,. The watermarking process can
be described as follows for each position (x, y) in the
image:

Lyatermarkea(X, ¥) = orig(xy Y)+W(x,y) €9)]

Frequency domain watermarking, such as Discrete
Fourier Transform (DFT) or Discrete Wavelet Trans-
form (DWT), embeds the watermark into transformed
image coefficients.

Let T be a transformation domain, and C;; represent
the coefficient at position (i, j) in the transformed
domain. The watermarked coefficient C'j j is com-
puted by modifying the original coefficient C;; with
the watermark W and a scaling factor «. The generic
formula is given by:

Ci;=Cij+aW; (2

Spatial and frequency domain watermarking tech-
niques each offer distinct trade-offs in terms of
robustness and imperceptibility. Spatial domain wa-
termarking is simple and computationally efficient
but can be vulnerable to processing attacks including
common image processing operations, such as com-
pression or filtering. On the other hand, frequency
domain watermarks generally provide higher robust-
ness against alterations and attacks [13] but can
compromise visual quality. The choice between these
methods depends on the specific requirements of the
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application, balancing the need for robustness against
potential perceptual impacts on the image.

The advent of machine learning has significantly
advanced the field of image processing, offering so-
phisticated methods that address challenges faced
by traditional techniques and enhance overall per-
formance. The classical machine learning pipeline
involves several fundamental stages, including fea-
ture extraction and decision-making. Feature extrac-
tion, in particular, is a critical step in many image
processing applications, including medical imaging,
where accurate detection and analysis of key-points
are essential for tasks such as disease diagnosis and
treatment planning. Binary Robust Invariant Scal-
able Key-points (BRISK) and Good Features to Track
(GFTT) are two notable techniques that have sig-
nificantly improved feature extraction capabilities in
computer vision [14, 15].

The evaluation of the watermarking scheme is con-
ducted using several metrics:

+ Peak Signal-to-Noise Ratio (PSNR): PSNR mea-
sures the quality of the watermarked image
relative to the original image. It is defined as:

RZ

where R is the maximum possible pixel value of
the image (e.g., 255 for 8-bit images), and MSE is
the Mean Squared Error between the original and
watermarked images.

Structural Similarity Index (SSIM): SSIM as-
sesses the perceptual similarity between the wa-
termarked image and the original image. It is
calculated as:

(2pxpry + C1)(20x, + Co)
(g + 1y + C1)(02 + 0f +Cz)

SSIM(x,y) = @)

where uy and pu, are the average pixel values of
the original and watermarked images, o7 and o}
are the variances, and oy, is the covariance. C; and
C, are constant to stabilize the division with weak
denominators.

Mean Squared Error (MSE): MSE quantifies the
average squared difference between pixel values
of the watermarked and original images. It is
given by:

1 N ] '
MSE = ITT Zi:l [Iorig(l) - Iwatermarked(l)]2 5

Where N is the number of pixels, Io:g(i) is the pixel
value of the original image, and Iyatermarked () is the
pixel value of the watermarked image.

- Normalized Correlation Coefficient (NC): NC
evaluates the correlation between the original and
watermarked images. It is defined as:

Zil Iorig(i) « Lyatermarked @

NC = ~ ~
\/Zizl Igrig(l) ’ Zi:l Iv%/atermarked @)

(6)

where N is the number of pixels, and Ig(i) and
Fyatermarked (1) are the pixel values of the original
and watermarked images, respectively.

Unified Average Changing Intensity (UACI):
UACI measures the average change in intensity
between the watermarked and original images. It
is defined as:

1 N |Iorig(i) — Lyatermarked (l)|
UACT =5 R )
where N is the number of pixels, Io;g(i) and
Fyatermarked (1) are the pixel values of the original
and watermarked images, and R is the maximum
pixel value.

In this section, we established the background
and fundamental aspects that underpin our proposed
framework. Moving forward, we will explore the
state-of-the-art techniques in the field, which will
describe our methodology. Our approach focuses on
blind watermarking within the spatial domain, lever-
aging a sophisticated feature extraction process to
enhance the security and robustness of the watermark
embedding.

3. Related work

Medical image watermarking has seen significant
advancements over the years, driven by the need to
secure and verify the integrity of sensitive medical
data [22]. Various techniques have been proposed,
each addressing specific challenges related to wa-
termark robustness, image quality preservation, and
capacity. This section reviews key approaches in the
field, summarizing their methodologies and perfor-
mance metrics, and highlights the contributions of
our proposed method [23, 24].

An analysis conducted in [25] compares the per-
formance of color plane watermarking with conven-
tional two-level Discrete Wavelet Transform (DWT)
watermarking. The study reports that color plane
watermarking achieves a Peak Signal-to-Noise Ratio
(PSNR) of 73.6239 dB, significantly higher than the
56.1993 dB PSNR observed with the conventional
two-level DWT approach. To assess the robustness
of Arnold’s Scrambling, the correlation coefficient
parameter was employed. The study also suggests
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that watermarking should be performed on individ-
ual color planes (Red, Green, and Blue) rather than
the entire image to improve PSNR. In a different
approach, the work by [10] introduces an impercep-
tible watermarking system designed to enhance the
security of optical fundus images used in teleophthal-
mology and automated retinal diagnosis. This system
maintains perceptual transparency through adaptive
quantization parameters tailored for both healthy and
diseased fundus images. The watermark ensures the
integrity of computer-based diagnoses, allowing for
accurate patient ID recovery during integrity veri-
fication at diagnosis centers. Despite testing on a
comprehensive fundus image database, the method’s
effectiveness for automated retinal disease diagnosis
remains limited.

Recent studies have also explored the application
of chaotic algorithms for medical image encryption,
driven by advancements in secure image transmis-
sion and storage [11]. Researchers have investigated
various chaotic algorithms, such as chaotic logis-
tics patterns and tent maps, based on principles
of diffusion and confusion. The study presents a
chaotic cryptosystem for medical image encryption,
utilizing an optimization algorithm to select opti-
mal secret and public keys, aiming to address the
weaknesses observed in one-dimensional chaotic sys-
tems. In [26], Hassan et al. developed a hybrid
watermarking technique incorporating Fast Curvelet
Transform (FCT) and Singular Value Decomposi-
tion (SVD) to embed OCT/fundus scan images as
watermarks. This approach demonstrated superior ro-
bustness, imperceptibility, and security compared to
existing methods. The watermarking framework ef-
fectively preserves the integrity of automated retinal
disease diagnosis and can be applied to authenti-
cate medical images in eHealth environments by
retrieving electronic patient records (EPR) from wa-
termarked images. Narima Zermi et al. (2021) [27]
proposed a blind watermarking method that uses the
EPR principle and data from image acquisition to en-
sure both security and integrity. This method is noted
for its imperceptibility and robustness, enabling wa-
termarked images to resist conventional attacks while
maintaining high quality. In [12], the authors intro-
duced a watermarking technique for digital fundus
images that utilize Singular Value Decomposition
(SVD) to generate and embed the watermark. The
technique maintains a constant embedding number
across red and blue color planes and handles up
to 329,960 bits for a 565 x 584 x 3 image, with
43% of pixels embedded against jittering attacks.
This method achieves 54 dB imperceptibility and
demonstrates a cost-effective strategy with consistent
performance.

Early work in medical image watermarking by
Swaraja et al. [7] utilized a hybrid approach com-
bining Discrete Wavelet Transform (DWT), Schur
decomposition, and Particle Swarm Optimization
(PSO). This technique achieved a Peak Signal-to-
Noise Ratio (PSNR) of 36.99, suggesting good image
quality preservation. However, the study lacked de-
tailed metrics such as Mean Squared Error (MSE) and
Structural Similarity Index (SSIM), which are essen-
tial for a comprehensive performance evaluation.

In a subsequent study, Su et al. [28] proposed a self-
embedding fragile watermarking scheme utilizing
binary message embedding. This method demon-
strated a high PSNR of 45.05 and an SSIM of 0.9759,
indicating effective tamper detection and high image
quality preservation. Despite these promising results,
the absence of additional metrics like MSE and Uni-
versal Image Quality Index (UIQI) limits the scope of
performance assessment.

Jabbar et al. [29] combined hash signatures with
watermarking techniques in the frequency domain.
Their approach achieved an impressive PSNR of
72.62, showcasing its ability to maintain high im-
age quality. However, the method did not include
SSIM and MSE metrics, which are crucial for eval-
uating the impact on image structure and quality.
Amiri et al. [30] explored a wavelet-based method
combined with equilibrium optimization, achieving
a PSNR of 41.11 and an SSIM of 0.9999. While
this approach effectively preserved image quality
and structural similarity, the evaluation would ben-
efit from including MSE metrics to understand the
degree of image distortion better. Taj et al. [31] in-
troduced a reversible-zero watermarking scheme that
employed a combination of DWT, Integer Wavelet
Transform (IWT), and Difference Expansion. Their
method achieved a PSNR of 20.8825, but detailed
performance metrics such as MSE and capacity were
not thoroughly addressed.

Arevalo-Ancona et al presented a combined ap-
proach to image verification and authentication, com-
bining reversible watermark and zero-watermarking,
to enhance the security of medical images. In zero-
watermarking, a convolutional neural network ex-
tracts unique features from the image and combines
them with the patient’s image to generate a master
share. For added robustness, a QR code is integrated
with this master share. The QR code is embedded in
the image by reverse watermarking method within
regions of no interest determined by K-means algo-
rithm. This approach determines the optimal region
for QR code embedding in the intermediate frequency
coefficients of the discrete Fourier transform [32].

The reviewed literature indicates substantial
progress in medical image watermarking, with
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various techniques achieving notable results in PSNR
and SSIM. However, comprehensive performance
evaluation and capacity utilization remain as for
improvement [33]. As previous studies, dealing with
blind watermarks, especially with medical images
containing complex details, is a major challenge due
to the high resolution required to preserve the unique
properties of medical imaging. While using the spatial
domain to watermark medical images have both
advantages and challenges. Although spatial domain
watermarking is generally vulnerable to various
attacks, making it less robust than frequency domain
methods, it is often preferred for medical images
due to its simplicity and effectiveness in preserving
image quality. This approach ensures minimal
alteration of critical image details, which is essential
in medical imaging where diagnostic accuracy is of
utmost importance. Thus, while frequency domain
techniques offer greater robustness, spatial domain
watermarking remains a practical option for medical
applications where image fidelity preservation is of
paramount importance. There is a clear need for
effective techniques to enhance the robustness of
spatially based medical image watermarking, while
balancing security and computational efficiency. A
promising solution involves leveraging key-points;
however, careful selection of these key-points is
essential to develop a flexible watermarking method.
Given the sensitivity of medical images, ensuring a
high level of security is of paramount importance.
Therefore, adopting techniques that enhance security
without significantly increasing computational time
would be of great value in this context.

White-box and black-box algorithms in machine
learning differ primarily in terms of transparency and
interpretability. White-box models, such as linear re-
gression and decision trees, are fully interpretable,
allowing users to see and understand each step in the
decision-making process. This transparency makes
them ideal for applications where understanding and
justifying decisions is critical, such as healthcare or
finance. Conversely, black-box models, such as neu-
ral networks and ensemble methods, operate with
complex, nonlinear computations that are difficult
to interpret. While they often achieve higher accu-
racy on complex tasks, the lack of transparency can
make these models difficult to trust or troubleshoot
in sensitive applications. The choice between white-
box and black-box models depends on the need for
interpretability versus predictive power.

Deep learning models are considered black box
algorithms because their decision-making processes
are not transparent; we do not fully understand
how the network arrives at specific decisions. In
contrast, white box models provide a controlled

decision-making process, with clearly defined and
interpretable features. This makes white box ap-
proaches preferable in the medical domain, where
control over specific features is essential for trust
and accountability. While there are solutions, such
as explainable artificial intelligence (XAI), that aim
to provide insights into black box models, these
approaches still do not provide the same level of
transparency as white box models that are inherently
interpretable. To address this challenge, we propose
utilizing advanced feature extraction techniques to
enhance the robustness of spatial-domain-based med-
ical image watermarking frameworks, while ensuring
high levels of security. Each features extraction tech-
nique comes with its own strengths and limitations.
Through experimental analysis, both BRISK and GFTT
have shown promising results. Our contribution fur-
ther explores these feature extraction techniques,
aiming to leverage their synergy to identify the most
robust key-points. To enhance key-point selection, we
apply the k-means algorithm for efficient detection
of primary key-points, with an additional layer of
security provided by chaotic systems. Details of this
contribution will be thoroughly discussed in the fol-
lowing section.

4. Methodology

This section outlines the methodology for embed-
ding a text message into an image using a series of
well-defined algorithms. The process is supported by
visual aids and tables that illustrate the workflow,
parameters, and results of the proposed techniques.

4.1. Study of Feature extraction techniques

Based on a comparative study [20, 41] examin-
ing different feature extraction techniques, including
BRISK, SIFT, ORB, and GFTT, highlighted promising
results, especially for BRISK, which showed excep-
tional potential in general object detection [41, 44].
BRISK’s ability to handle fine structures and complex
details makes it particularly suitable for applica-
tions that require high accuracy, such as document
processing, and especially medical imaging, where
preservation of detailed features is of paramount im-
portance. These results motivated us to choose BRISK
and GFTT as the core feature extraction techniques in
our approach, with the aim of leveraging their com-
plementary strengths to capture robust and detailed
features.

For example, BRISK is designed to detect and de-
scribe key points robustly, handling variations such as
scale changes and rotations. This makes it particularly
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useful for identifying and tracking important features
in medical images. In fact, it detects key-points{k;}
that are invariant to transformations and computes
descriptors {d;} associated with each key-point in-
dexed by i where N is the total number of detected
key-points. To formalize this, let BRISK(I) denote the
set of key-points and descriptors detected in image I,
as shown in the following equation:

BRISK(I) = {(k;,d)lie {1,2,...,N}} €))

In addition, GFTT focuses on detecting stable and
distinctive points in images, typically corners or
edges, that are ideal for tracking and matching. It
identifies points in an image that are robust and
distinctive, typically corners or edges. It evaluates
the quality of these points using the eigenvalues of
the image’s structure tensor, which is derived from
the gradients of the image [16]. Points with high
eigenvalues are preferred as they represent strong
features that are stable under transformations. GFTT
has been explored in several renowned applications
and is instrumental in preserving image details during
restoration, thanks to its capability to identify and
maintain key features [17, 18].

The structure tensor M at a point (x, y) is defined
as:

2 LI
M= X X7y i| (9)
[Iny I}%

where I, and I, are the image gradients in the x and
y directions, respectively.

The eigenvalues 1, and A, of this tensor are com-
puted as:

ma=[@ R fE@Rriaas?] a0

4.2. K-means based Feature postprocessing

Following the extraction of features, the main idea
is to obtain strength or core key-point the K-Means
clustering could offer a powerful approach in opti-
mizing and simplifying the analysis process. It groups
similar features into distinct clusters, which helps in
organizing the feature vectors effectively. This clus-
tering approach reduces the dimensionality of the
feature space, thereby decreasing the complexity of
the solution. This process helps with more effective
watermark embedding. In general, the K-Means al-
gorithm minimizes the within-cluster sum of squares
computed as follows:

T=Y el

an

where C; represents the set of points in cluster i, and
i is the centroid of cluster i.

4.3. Chaotic System integration

Furthermore, chaotic systems, known for their com-
plex and sensitive dynamics, have been integrated
into watermarking to improve security and reliability
[19]. Chaotic maps, such as the logistic map, generate
pseudorandom sequences for watermark embedding:

Xny1 =T Xn(1 — Xz) (12)
where r is a control parameter, x, is the sequence
value at iteration n and x,.; is the next value. By
combining chaotic systems with machine learning-
based water- marking methods, the watermarking
process gains additional complexity, making unau-
thorized decoding more challenging and maintaining
watermark detectability amidst distortions [20, 21].

4.4. Proposed framework overview

The embedding process begins with converting the
text message into a binary format, referred to as Bi-
nary (M). The image is then decomposed into its Red,
Green, and Blue (RGB) color bands. The algorithm
utilizes these bands to embed the binary message.
Specifically, the Green and Blue bands are modi-
fied based on the binary data, To get a good and
more complex embedding to keep hidden the mes-
sage hidden, as consideration that method as more
sophisticated and complex by using one band, and
the modified bands are then recombined with the un-
changed Red band to produce the final watermarked
image as shown in Fig. 1.

To ensure precise embedding and effective message
retrieval, key control points within the image are
selected using the approach. This technique is used to
select important control locations within the image,
ensuring accurate embedding and efficient message
retrieval. This approach entails the utilization of
BRISK (Binary Robust Invariant Scalable Key-points)
to identify key-points in the red band. These key
points are then tracked to determine significant con-
trol points. Subsequently, the Good Feature to Track
technique (GFTT) is employed to enhance the iden-
tification of these control points. To optimize their
arrangement, then K-Means clustering is applied to
these points pixel result to combining BRISK and
GFTT. Initially, during the training phase to achieve
optimal feature extraction technique, we employed
the Orientated FAST and Rotated BRIEF (ORB) as well
as the Scale Invariant Feature Transform (SIFT) tech-
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Fig. 2. Hybrid Feature Extraction Techniques.

niques. We then compared the results obtained from
these techniques and identified the most favorable
outcome. By merging the BRISK and GFTT algorithms
as shown in Fig. 2. The clustering process is depicted
in Fig. 4, which illustrates how centroids are itera-
tively updated to group key points effectively.

The Logistic map is employed to distribute hiding
points within the image. The Logistic map outlines
the process of generating hiding points using the
Logistic map function. The map generates pseudo-
random positions that are used to determine where
the binary data will be embedded within the image.
during converting the pixels from the image matrix to
vector, a matrix was created from width = 5 and height
= 5 called the G matrix, convert X and Y Coordinates
from two dimensions (2D) to index in one dimensions
(1D) in band green image, the size of matrix which is
applied [5 x 5], [7 x 7], [9 x 9], noticed that there

is no difference between the sizes of matrixes used for
the last result of metrics. This produces pixel distribu-
tion using a very intelligent method. The generated
hiding points are visualized in Fig. 5, showing the
distribution of these points across the image matrix.

Fig. 3 provides a comprehensive overview of the
entire watermarking process as described above.
It visually represents each step, including message
conversion, image band modification, and the recom-
bination of bands to produce the watermarked image.

Table 1 summarizes the key parameters used in
the Logistic map algorithm. The initial value X, and
control parameter R are crucial for determining the
hiding points’ distribution within the image. The ma-
trix size indicates the dimensions used for indexing in
the Logistic map distribution process.

Fig. 4 visualizes the K-Means clustering process
used to determine key control points in the image. It
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Fig. 3. Workflow diagram illustrating the message embedding process in an image. The diagram shows the sequence from converting the
message into binary format to modifying the color bands and generating the final watermarked image.

Fig. 4. lllustration of K-Means clustering applied to key control points in the Red band of the image. The figure shows how points are grouped
around centroids and the iterative refinement of these clusters Logistic map generates pseudo-random hiding locations within the image
based on the iterative function
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Fig. 5. Distribution of hiding points using the Logistic map. The fig-
ure demonstrates how the Logistic map generates pseudo-random
hiding locations within the image based on the iterative function

Table 1. Parameters for Logistic Map Distribution.

Parameter Value
Initial Value (Xp) 0.4
Control Parameter (R) 3.0
Matrix size 5x5

highlights the initial random assignment of centroids
and the iterative updates that refine the clustering
process based on the image’s feature points. Fig. 5
illustrates the distribution of hiding points across the
image matrix as determined by the Logistic map. It
shows how the pseudo-random values generated by
the map are used to select specific image locations
for embedding message data.

5. Experimental results and analysis

5.1. Dataset Description

To evaluate the effectiveness of the proposed
watermarking scheme, we utilized Ocular Disease
Intelligent Recognition (ODIR) in particular, Retinal
optical coherence tomography (Retinal- OCT) med-
ical images sourced from IEEE data Port [34]. The
dataset comprises three types of image files: Test,
Training and Val images. Each file contains four types
of image class CNV, DMI, DRUSEN, NORMAL. The
Val file image, used for our experiments, are in JPG
format with dimensions of 512 x 496, 768 x 496
pixels, adhering to the Joint Photographic Experts
Group (JPEG) standard. Each image is represented in
RGB color space, which includes the red, green, and
blue channels. The experiments were conducted using
Google Colab for online execution. Retinal optical

coherence tomography (Retinal - OCT) of the retina is
a high-resolution imaging technique that captures de-
tailed cross-sectional views of patients’ retinas. Each
year, around 30 million OCT scans are conducted,
with the analysis and interpretation of these images
requiring substantial time and effort. To assess the
proposed technique, each image was processed ten
times with varying lengths of the embedded secret
message. This testing allowed us to evaluate the im-
perceptibility and robustness of the watermarking
scheme under different conditions. Additionally, we
compared the performance of our method against
several recent alternatives to gauge its effectiveness.

5.2. Results and Analysis

Table 2 provides a comparative analysis of the
proposed method with several recent alternatives.
The proposed method consistently outperforms oth-
ers in terms of PSNR, SSIM, and other key metrics,
demonstrating its superior performance in preserving
image quality and robustness. Overall, these results
validate the effectiveness of the proposed watermark-
ing technique in secure medical image watermarking,
showcasing its potential for practical applications in
medical imaging and data security. This comparison
highlights the relative strengths and limitations of
each approach with compare frequency/spatial based
domain watermarking and illustrates the advance-
ments achieved by our proposed method [35-37].
This table clearly shows that while earlier methods
have made significant contributions, our approach
provides superior results in terms of PSNR, SSIM,
and minimal MSE, establishing a new benchmark in
medical image watermarking [38].

The integration of machine learning and chaotic
systems into our method not only improves robust-
ness but also ensures the preservation of image
quality, addressing the limitations of existing tech-
niques, this is an obvious reason that our result is best
of the other techniques.

Figs. 6 to 8 illustrate the performance of the pro-
posed method using various metrics, where Fig. 6
show the PSNR and SSIM metrics for the proposed
watermarking method across various lengths of the
embedded message. While the Fig. 7 represent MSE
and NC (x10) metrics for the proposed watermarking
method, showing performance in preserving image
quality and correlation.

The experimental results demonstrate that the pro-
posed watermarking technique excels in maintaining
image quality and robustness. Fig. 6 shows that the
PSNR and SSIM values for the proposed method are
consistently high, indicating that the watermarked
images retain excellent visual quality and perceptual
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Table 2. Comparative analysis of medical image watermarking techniques and metrics for watermarking methods.

Evaluation Metrics

Ref. Domain Watermark type ~ PSNR  SSIM MSE NC UACI Method/Technique
Swaraja et al. Frequency Blind 36.99 - - 1 398,654 Human Visual System (HVS) with
[71 the integration of Discrete
Wavelet Transform (DWT) and
Schur transform along with the
Particle Swarm Bacterial For
Aging Optimization algorithm
(PSBFO).
Suetal [28]  Spatial Fragile 45.05 09759 - 0.9944 - Self-embedding fragile
watermarking
Jabbar et al. Frequency Robust 72.62 - - 1 - SLT (Sine Logistic Transform),
[29] DCT (Discrete Cosine
Transform), and DWT (Discrete
Wavelet Transform)
Amiri et al. Frequency 41.11 - 13.92 - Wavelet-based Fusion with
[30] Equilibrium Optimization
Taj et al. Frequency Reversible-Zero 38.71 - - 1 BER =0 Reversible-zero watermarking
[31] Watermark with DWT (IWT), and different
expansion techniques
Proposed Spatial Blind 85.26 0.9999 0.0001 1 0.0 Blind watermarking, BRISK,
method GFTT Feature Extraction

techniques

PSNR and SSIM Metrics for the Proposed Watermarking Method

604

Metric Value
&

201

e~ PSR (dB)
801 w |

60 80 100

Length of Embedded Message

Fig. 6. PSNR and SSIM metrics for the proposed watermarking method across various lengths of the embedded message.

similarity compared to the originals. Fig. 7 highlights
that the Mean Squared Error (MSE) is very low, and
the Normalized Correlation (NC) is very high, signi-
fying that the proposed method effectively preserves
the integrity of the original images while embedding
the watermark. Fig. 8 demonstrates that the Uni-
fied Average Changing Intensity (UACI) values for
the proposed method are very low, indicating that
the watermarking technique is robust against various
forms of image under various conditions.

6. Conclusion and future work

In this study, we proposed an advanced water-
marking technique for medical images that utilizes
a combination of blind watermarking, feature ex-
traction techniques in particular BRISK and GFTT,
least significant bit (LSB) techniques, and chaotic
systems (specifically, the Logistic map distribution)
to embed and retrieve secret information securely.
Our method was rigorously evaluated using a dataset
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MSE and NC (x10) Metrics for the Proposed Watermarking Method
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Fig. 7. MSE and NC (x10) metrics for the proposed watermarking method, showing performance in preserving image quality and correlation.

UACI Values for the Proposed Watermarking Method
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of RGB retinal medical images, consisting of im-
ages from both healthy and retinopathic patients.
The experimental results demonstrate that the pro-
posed watermarking technique excels in terms of
imperceptibility, robustness, and security. MSE and
PSNR values illustrate a trade-off between watermark
length and image quality, with minimal distortion for
longer watermarks. High UQI and SSIM values af-
firm the preservation of image quality and structural
integrity post-watermarking, while SCC values close
to 1 underscore the retention of spatial correlations.
The proposed method achieved impressive perfor-
mance metrics, including high Peak Signal-to-Noise
Ratio (PSNR) values, excellent Structural Similar-

g. 8. UACI values for the proposed watermarking method, indicating robustness.

ity Index (SSIM) scores, and minimal Mean Squared
Error (MSE) values. The robustness of the method was
further confirmed by its low Unified Average Chang-
ing Intensity (UACI) and high Normalized Correlation
(NC) values, indicating its effectiveness in preserving
image quality while embedding the watermark. Com-
parative analysis with recent methods highlighted the
superiority of our approach, particularly in its ability
to maintain high quality and robustness under various
conditions.

Despite the promising results, there are several ar-
eas for improvement and further investigation. Future
work could focus on enhancing the scalability of
the watermarking technique to accommodate larger
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datasets and higher resolution images. Exploring ad-
ditional chaotic systems and advanced cryptographic
techniques could further bolster the security of the
watermarking process, making it even more resilient
against sophisticated attacks.

Another potential area of research is the integra-
tion of machine learning algorithms to adaptively
optimize watermark embedding parameters based on
image content and characteristics. This could lead
to more intelligent and context-aware watermarking
solutions. Additionally, expanding the methodology
to handle multimodal medical images, such as com-
bining images with other imaging modalities (e.g.,
Ultrasound, X Ray, CT or MRI), could provide a more
comprehensive approach to medical image security.
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