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ABSTRACT

Neurodevelopmental disorders like autism spectrum disorder (ASD) cause significant cognitive, linguistic, object
identification, communication, and social skills deficits. Although there is currently no cure for autism spectrum disorder
(ASD), early detection can aid in diagnosis and implementing effective preventative measures. Artificial intelligence (AI)
tools allow for an earlier diagnosis of ASD than was previously possible. Furthermore, many clinical and not clinical
attributes can be used for identification of ASD but select the most proper ones still challenge. Therefore, in this study
we propose a Computer-Aided Identification System based on machine learning concept and feature selection methods
to diagnosis Children Autism Spectrum Disorder (C-ASD) cases. Two main feature selection methods namely Gain Ratio
(GR) and Chi-squared (χ2) that used to rank then select best subset C-ASD attributes. In order to identify ASD cases, four
machine learning algorithms are used into proposed system for identification purpose namely, Neural Network (NN),
Random Forest (RF), K-Nearest Neighbors (KNN), and Support Vector Machine (SVM). A dataset contained 1045 cases
with 18 attributes employed for feature selection and C-ASD identification processes. C-ASDs are identified into binary
classification approach namely negative and positive C-ASD classes. The results indicate only 10 attributes instead of
18 are significant into identification process. We found that each of RF and NN performed better than other classifiers
where both classifiers score accuracy reach to 100 % based selected subset. This supports the idea that these models
might be used for screening for C-ASD at an early stage of test-bed applications.

Keywords: Children Autism Spectrum Disorder (C-ASD), Machine learning, Feature ranking, Feature selection, Identifica-
tion

1. Introduction

Limitations in social interactions, communication,
and behavior are hallmarks of autism spectrum disor-
der (ASD), a neurodevelopmental disorder [1]. Social
collaboration, play, creative thinking, repetitive rou-
tines, and correspondence are only a few of the
non-genetic characteristics linked with behavior used
in the fundamental analysis of individuals with ASD
[2]. Current estimates show that around 1.5% of the

population is on the range, and it is widely assumed
that many people on the spectrum go undiscovered
[3]. The increasing vigilance of those with ASD neces-
sitates, therefore, the availability of facilities for rapid
analysis [4]. Traditional behavioral investigations,
however, are inadequate for detecting and diagnosing
ASD. Several factors, including the degree of severity
of the symptoms, ASD may be diagnosed later than
age two. Whereas there are a variety of clinical tech-
niques available for early detection of ASD, they are
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frequently not employed until there is a high suspi-
cion or risk of ASD progress.

Only trained medical personnel should make a diag-
nosis. Healthcare providers will utilize standardized
diagnostic tools for determining a child’s autism di-
agnosis. They will also interview the child’s parents
or primary caregivers to better understand the child’s
present behavior and past development [5]. The
Autism Diagnostic Observation Schedule (ADOS), the
Autism Diagnostic Interview-Revised (ADI-R), and
the Diagnosing and Statistical Manual of Mental Dis-
orders, Fifth Edition (DSM-5) are the three most
common diagnostic tools used to identify autistic
individuals today [6]. Doctors use standardized di-
agnostic methods to make ASD diagnoses. Still, this
method has a fundamental problem: the evaluation
and interpretation of results take a long time to com-
plete. An intelligent machine-learning strategy has
been presented as a remedy for this issue. They min-
imize diagnostic time while increasing accuracy, a
fundamental goal of machine learning studies into
autism spectrum disorder. Patients with ASD will ben-
efit from faster diagnosis and subsequent treatments.
Another goal of machine learning is to reduce the
complexity of each input dataset so that the highest-
scoring ASD characteristics may be identified [7].

The rapidly expanding discipline of machine learn-
ing aims to build excellent prediction models from
the corresponding study datasets. It incorporates sev-
eral forms of prediction, including search algorithms,
AI, mathematical modeling, and more [8]. Support
vector machine, rule-based classifiers, decision trees,
and Neural networks, are the mainstays of machine
learning techniques since they are fully automated
and require little to no human intervention when
processing data. Diagnosing autism spectrum disor-
der mainly entails sorting input features into the
appropriate class (autism spectrum disorder or other).
Intelligent technologies, such as machine learning,
can make the process seem like a prediction task [9].
Therefore, experts develop automated methods or
classifiers employing machine learning to determine
if a child has ASD. The diagnostic class prediction
performance of the computerized tool is evaluated by
running test instances; the tool’s design is informed by
the input dataset [7].

Several studies have investigated the feasibility of
various ML methods for ASD detection and diagnosis.
Support Vector Machines (SVM), Naive Bayes (NB),
Logistic Regression (LR), and K-Nearest Neighbors
(KNN) were only a few of the models employed in our
data by the authors of [10]. Our paper’s primary goal
is to aid in the early identification of ASD by estab-
lishing whether or not the child is at risk. Omar et al.
[11] provided a helpful machine learning approach

in which they used Random Forest (RF), Regres-
sion Trees and Classification (CART), and Random
Forest-Iterative Dichotomiser 3 (ID3) to examine the
AQ-10 and 250 actual datasets. Using the CFS-greedy
stepwise feature selector, Sharma et al. [12] dug
into these datasets and employed several methods,
including The NB, Stochastic Gradient Descent (SGD),
the KNN), Random Tree (RT), and K-Star (KS). Using
several tree-based classifiers, Satu et al. [13] analyzed
data from children aged 16 to 30 and identified sev-
eral rules for autism and typical development. Similar
datasets were analyzed by Erkan et al. [14], who used
KNN, SVM, and RF to determine which was more ef-
fective in detecting autism spectrum disorder. Several
feature selection methods are discussed in [15], along
with the collection of ASD datasets from infants to
teenagers. The datasets were then used with several
classifiers. They discovered that SVM outperformed
other classifiers for the RIPPER-based toddler sub-
group, with an accuracy of 97.82%. Finally, in [16],
early-detected ASD datasets for toddlers, children,
adolescents, and adults were collected and subjected
to various feature transformation techniques, such as
log, Z-score, and sine functions. These adjusted ASD
datasets were then used to test the efficacy of different
categorization strategies. For the youngest age group,
SVM performed best, followed by Adaboost for the
next age group up, Glmboost for the following age up
again, and Adaboost for the adult dataset.

All previous studies have presented significant
identification performance for ASD cases especially
those adapted a specific features selection method.
However, most of used feature selection methods
have selected different ASD subset attributes and
there is a clear different into number of selected
features. Therefore, the main challenge which are
the feature selection methods that are matched into
type and number of ASD selected subset that can be
generalize for any identification problem of ASD. Fur-
thermore, some room still available for improvements
the identification accuracy of ML algorithms for ASD
cases. The contribution of proposed works lays into
following points:

• Propose a Computer-Aided Identification System
for Children Autism Spectrum Disorder (C-ASD)
based on machine learning adapted algorithms.

• Propose two feature ranking and selection meth-
ods namely Gain Ratio (GR) and Chi-squared (χ2)
to select best C-ASD attributes that employed for
identification of C-ASD cases.

• Implement four machine learning techniques
namely, NN, RF, KNN and SVM for identification
of identification of C-ASD cases.
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• Evaluate and validate the proposed system based
on explainable ML techniques to identify the most
important features for diagnosing Children with
Autism Spectrum Disorder (C-ASD).

The sections of our study are structured as follows.
Section 2 includes materials and methods, covering
the ASD dataset, feature selection methods, and ML
algorithms. Section 3 explains on the study’s out-
comes and discusses these findings. To end, Section 4
comprises the conclusion and discussion of possible
future research opportunities.

2. Methodology

Specialty doctors place a premium on promptly
diagnosing autism spectrum disorder. After that,
we cover the many clinical screening approaches
used to identify individuals with ASD. These in-
clude the Joseph Picture Self-Concept Scale, the
Social Responsiveness Scale, the Autism Childhood
Autism Rating Scale (CARS), the Autism Diagnostic
Observation Schedule (ADOS), and the Diagnos-
tic Interview-Revised (ADI-R). Specialist doctors are
keenly interested in clinical screening approaches
because of their efficacy in diagnosing ASD. Further-
more, these strategies aid in addressing and avoiding
the onset of ASD. There are numerous benefits to
the listed approaches, but experts will constantly be
faced with new obstacles. Many medical professionals
have voiced their displeasure with clinical screening
processes because of the time and effort required to
complete and interpret lengthy questionnaires.

Several feature subsets were created using a variety
of feature selection techniques that were employed in
this work. Then, key toddler datasets and associated
feature subsets were subjected to several machine-
learning identification techniques. The effectiveness
of several classifiers was studied to identify the best
set of characteristics for making the ASD diagnosis
over controls. Early detection of ASD using the sug-
gested approach is shown in Fig. 1.

2.1. Dataset and data distribution

Our research relies on a dataset [17] with cate-
gorical, continuous, and binary features produced by
Dr. Fadi Thabtah [18]. The original dataset contained
1054 instances and 18 characteristics (including a
class variable). The Q-CHAT-10 and AQ-10 tools (AQ-
10 Child, AQ-10 Adolescent, and AQ-10 Adult) were
utilized to create the ASDTests app, which is used for
screening and detecting ASD risk factors. A final score
more excellent than 6 out of 10 implies an optimistic
prediction of ASD using this app’s scoring system,

which goes from 0 to 10. Values between 1 and 10
are assigned to each item.

2.2. Data preprocessing

Pre-processing is a crucial part of most detec-
tion systems, and it is used to prepare the data for
the following stage [19]. Due to several category
and non-contributing features in the dataset, pre-
processing was required. “pre-processing” describes
the steps taken before data collection is fed into a
model. It is performed to improve raw data quality
for subsequent use in instruction and analysis. We
got rid of the Case_No characteristics because they
were not helping anything. Label encoding is being
used for dealing with the category values. To make
labels machine-readable, Label encoding turns them
into numbers. When a label appears many times, the
previous value is used. We have chosen to binary La-
bel encode four characteristics with two classes: sex,
jaundice, the family member with autism spectrum
disorder (ASD), and class/ASD traits. More than two
classes render Label Encoding useless. For more info
all details of dataset are displayed into Table 1.

2.3. Feature ranking and selection

One of the most significant difficulties in develop-
ing a reliable prediction ML approach from highly
dimensional data is overcoming the curse of com-
plexity [20]. If they are used to directly train ML
classification algorithms, the resulting model will
likely be overfitted, meaning it will do well on the
training data and badly in the real world. When a
model incorrectly interprets noise and random fluctu-
ations as a learned idea, this is known as overfitting.
In addition, having an excessive amount of features
causes unnecessary and redundant features to clog
up the learning process, significantly extending the
learning and computing time [21].

One popular technique for dealing with too many
characteristics or ones that are not useful is rating
and selecting features. To minimize the dimension
of the training data, feature selection techniques of-
ten exclude observations that 1) have little to no
predictive potential for the phenotypic class and 2)
are redundant with other observations [22]. Careful
feature selection may increase learning effectiveness,
prediction accuracy, and learned output complexity
[23]. In addition, it is commonly believed that the
illness data included in the prediction model (after
feature selection) are linked to loci that are techni-
cally or connected functionally to the etiology of the
underlying disease [24]. Therefore, getting insight
into the disease’s underlying biological processes may
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Fig. 1. Proposed system for identification of C-ASD cases.

be possible by selecting a subset of the most crit-
ical data (through feature selection) [25]. Feature
selection in this setting can be compared to detect-
ing illnesses linked to phenotypes in secondary data
[26]. We have selected two main feature ranking and
selection methods namely Gain Ratio (GR) and χ2
statistical methods.

2.3.1. Gain Ratio (GR) method
The GR results when a collection is divided accord-

ing to its qualities and the best possible candidate is
selected. Our research made use of GR [27], which is

determined using the formula:

GR (x) =
H (c)− H(c|x)

H (x)
(1)

Where

H(x) = −pxlog2(px) (2)

(with px symbolizing the likelihood of a feature se-
lection x),

H (c) = −pclog2 (pc) (3)
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Table 1. Distribution of dataset per each class.

No Feature name Data Type Data distribution

1 A1 Boolean 460 (0)
591 (1)

2 A2 Boolean 581 (0)
473 (1)

3 A3 Boolean 631 (0)
423 (1)

4 A4 Boolean 514 (0)
540 (1)

5 A5 Boolean 501 (0)
553 (1)

6 A6 Boolean 446 (0)
608 (1)

7 A7 Boolean 369 (0)
685 (1)

8 A8 Boolean 570 (0)
484 (1)

9 A9 Boolean 538 (0)
516 (1)

10 A10 Boolean 436 (0)
618 (1)

11 Age_Mons Integer 67 (Age_Mons>13)
18 (Age_Mons=13)
19 (Age_Mons=14)
31 (Age_Mons=15)
13 (Age_Mons=16)
12 (Age_Mons=17)
16 (Age_Mons=18)
21 (Age_Mons=19)
21 (Age_Mons=20)
13 (Age_Mons=21)
27 (Age_Mons=22)
28 (Age_Mons=23)
70 (Age_Mons=24)
26 (Age_Mons=25)
36 (Age_Mons=26)
23 (Age_Mons=27)
42 (Age_Mons=28)
24 (Age_Mons=29)
67 (Age_Mons=30)
30 (Age_Mons=31)
30 (Age_Mons=32)
36 (Age_Mons=33)
34 (Age_Mons=34)
350 (Age_Mons≥35)

12 Qchat-10-
Score

Integer 54 (Qchat-10-Score<1)
88 (Qchat-10-Score=1)
88 (Qchat-10-Score=2)
96 (Qchat-10-Score=3)
110 (Qchat-10-Score=4)
120 (Qchat-10-Score=5)
96 (Qchat-10-Score=6)
135 (Qchat-10-Score=7)
97 (Qchat-10-Score=8)
170 (Qchat-10-Score≥9)

13 Sex String 735 (Male)
319 (Female)

14 Ethnicity String 40 (Hispanic)
26 (Latino)
3 (Native Indian)
35 (Others)

(continued on next column)

Table 1. Continued.

No Feature name Data Type Data distribution

8 (Pacifica)
334 (White European)
299 (Asian)
53 (Black)
188 (Middle Eastern)
8 (Mixed)
60 (South Asian)

15 Jaundice String 766 (No)
288 (Yes)

16 Family_mem_
with_ASD

String 884 (No)
170 (Yes)

17 Who
completed
the test

String 24 (Health care
professional)
3 (Others)
4 (Self)
1018 (Family member)

Table 2. Calculation table for the x2 test score [30].

Positive Negative
class class Total

Feature Xi occurs P N p+n=m
Feature Xi does not occur 3 D λ+d=t-m
Total p+ λ =c n+d=t-c t

The degree of entropy of an instance with feature
x, the entropy of class c, and the conditional entropy
of feature x given class c are, respectively, H(c|x) and
(where pc is the probability of picking an instance in
class c). Features are prioritized based on their gain
ratio, which considers the chances of every feature
value to decide which ones are most important. The
data provided for the gain (H(c)-H(c|x)) of a feature is
normalized against its entropy using the Gain Ratio,
additionally referred to as the uncertainty coefficient
[28].

2.3.2. Chi-Squared (χ2):
One way to gather features based on their connec-

tion with the projected class is using the chi-squared
(2) test. Chi-square statistics are calculated for each
feature (Xi) that is not negative to see which charac-
teristics are dependent on the projected attribute. If
the chi-square score is high, the feature is suscepti-
ble to the projected class [29]. The 13 most popular
features are first listed by their two test scores. The
following characteristics comprise the two test ranks
for a binary classification problem: Let us pretend
there are two types of cases, positive and negative,
and t cases total. We built Table 2 to compute the
two scores.

Where (m) is the total number of occurrences where
feature (Xi) is present, (t-m) is the total number of
events where feature (Xi) is absent, (c) is the total
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number of positive occurrences, and (t-c) is the total
number of unfavorable circumstances.

Following a GR and two feature ranking, we sought
the highest-scoring subset of features (n). At first,
we only considered features with the top 2 scores
(n = 1). As a second method, we focused on the two
traits with the highest average scores (n = 5). After
making this choice, the SVM model was run with the
data. We repeated this approach until we found the
optimal ranking feature subset (n = 10), significantly
improving performance.

2.4. Machine learning algorithms

2.4.1. Support Vector Machine (SVM)
Classification and Regression issues are both

amenable to using the SVM [31]. However, the ma-
jority of its applications in ML are for classification
tasks. To classify fresh data points efficiently in the
future, the SVM algorithm seeks to find the optimal
line or decision boundary that divides the space into
distinct classes. A hyperplane describes this optimal
choice boundary. An SVM locates the best possible
hyperplane to classify data into two groups. Kernel
linear, polynomial, radial basis or quadratic functions
are very defining. Optimal functional classification of
instance x0:

f
(
s′
)
= Sgn

[ z∑
i=1

ai diK(si, s′)+ b

]
0 ≤ ai ≤ C, (4)∑

ai di = 0,

ai ≥ 0, i = 1,2, . . . ,Z

K(s_i,s’) is the kernel function that maps the input
vectors into a broader feature space [28]. Here, Z is
the number of training examples, s_i is the feature
vector of a single instance, and d_i is the occurrence’s
class label.

2.4.2. K-Nearest neighbours
The KNN is a classifier based on supervised learning

that makes grouping predictions based on how closely
two data points are located to one another. KNN is
based on the following premise: The first step is to
determine how far away the new sample is from the
training sample; the second step is to identify the K
nearest neighbours; the third step is to assign each
neighbor a score; and the fourth step is to transfer
the new sample a score based to the class to which
it belongs [32]. First, we must determine a distance
in the parameters space using Eq. (5) to identify the

nearest neighbours quantitatively.

DS j =

√√√√ndim∑
i=1

(xai − yai)2 (5)

Where xai and yai are prediction amounts at discov-
ered and unidentified areas, and since DSj is the total
length in the space of parameters from the jth noticed
datum to the location we are attempting to predict,
we use L2normalized (i.e., Euclidean) distance to cal-
culate these distances [33].

2.4.3. Random Forest (RF)
The RF is a well-known ML algorithm part of the su-

pervised learning method. It is put to use in situations
requiring classification or regression. It constructs de-
cision trees from many samples and uses the tally with
the highest confidence for categorization, or the aver-
age in the regression case [34]. For a given collection
of training papers containing Dc and Nsf features, the
RF method may be defined as [35]:

1. Initial: Dc1, Dc2,. . . . . .DcK using a systematic
sampling method that includes a replacement
component.

2. Second, DcK builds a decision tree technique for
each text. Using the features supplied, a random
sample of training papers is drawn from the sub-
space of the m-try dimension. Determine every
conceivable probability using the m-try features.
The optimal data partitioning is achieved at the
leaf node. The procedure will be repeated until
the saturation condition is met.

Use the highest probability value for a classification
decision by combining a random forest ensemble of K
unpruned trees h1(X1), h2(X2), etc.

2.4.4. Artificial Neural Network
Multilayer perceptrons are a popular NN method in

visual, auditory, and linguistic recognition systems.
The multilayer perceptron has been widely used in
recent research for medical diagnostics [36]. The
input, hidden, and output layers comprise the mul-
tilayer perceptron, a feedforward NN. An input layer
receives the data, while an output layer receives the
results from a hidden layer.

3. Results and discussions

The selected method is trained using the pre-
processed dataset once the hyperparameter settings
have been adjusted. During this phase, the algorithm
is “taught” to connect the feature values (i.e., see
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Table 3. Hyper-parameters of training and
validation process.

Algorithm Hyper-parameters

SVM Kernel=Polynomial
Iteration limit=100
Cost(c)=1.00

KNN Number of neighbours =5
Metric=Euclidean
Weight=uniform

RF No of trees=10
NN Neurons in hidden

layer=200
Activation function=Relu
Maximum no of
iterations=200

Table 3, A1–A10) and the positive and negative C-
ASD class labels. Predictive performance (accuracy,
precision, and AUC) is verified once the trained
model has been learned. To evaluate the model’s
performance on unseen data, K-fold cross-validation
is commonly used. Overfitting the training data is
avoided by using cross-validation on new data. The
training dataset is divided into equal K pieces for use
in cross-validation; each of these parts serves as a
validation/testing set. For instance, in 5-fold (K = 5)
cross-validation, the data set is cut in half five times.
The approach is then trained using four components,
with the fifth used to evaluate its efficacy. Repeat
this procedure five more times to ensure that every
possible combination has been tested. The model’s
overall performance is then assessed by averaging the
results from each test set.

Cross-validation’s estimated method performance
can be utilized to inform further iterations of op-
timization. Iterative refinement involves reiterating
and improving upon various components of the
model-building process (steps 1–4). Experimenting
with multiple settings, such as hyperparameter tun-
ing, learning methods, feature selection techniques,
and quality control criteria, is possible. The identifi-
cation algorithm is built from the set of options whose
average performance is highest after being subjected
to cross-validation. Model selection refers to deciding
upon an appropriate model development pipeline.
An external dataset can verify the model’s predictive
accuracy before the final identification method is em-
ployed for illness identification prediction.

As mentioned before two methods have employed
for features ranking then select the most influence
subset, the result of this process have presented into
Table 4.

According to Table 4, GR and x2 methods have
selected only ten features an significant ones for clas-
sification process which are (A1, A2, A3, A4, A5, A6,
A8, A9, and Q-CHAT-10). However, each of (A10,

Table 4. Features ranking and selection results.

Table 5. Identification of ASD results based on machine learning
algorithms.

Algorithm AUC Accuracy F1 Precision Sensitivity

SVM 99.2% 95% 95% 96% 95%
KNN 98.5% 99% 98% 99 98
RF 100% 100% 100% 100% 100%
NN 100% 100% 100% 100% 100%

Who completed the test, Ethnicity, Sex, Age_Mons,
Jaundice, and Family_mem_with_ASD) have scored
very poor performance under the rules of two men-
tioned features selection methods.

Q-CHAT-10 features have gained highest score
based on calculation procedures into GR and
x2.While Family_mem_with_ASD feature have ob-
tained the lowest score followed by each of (Who
completed the test, Ethnicity, Sex, Age_Mons, Jaun-
dice, and A10).

The efficiency ten selected subset features must
be show significant in terms of identification pro-
cess based on machine learning algorithms. In this
direction, four machine learning algorithms have
been used for identify the ASD disease into children
which are SVM, KNN, RF, and NN. The performance
of four mentioned algorithms have verified based
on well-known measurements such as Area Under
Curve(AUC),Accuracy,F1-Score,Precision,and Recall
as shown into Table 5.



IRAQI JOURNAL FOR COMPUTER SCIENCE AND MATHEMATICS 2024;5:118–130 125

Fig. 2. ROC for negative C-ASD class.

According to Table 5, the performance of classifi-
cation into all identification algorithms is significant.
Thus, the selected ten features have great impact on
the classification process without regard to the type
of classifier. Each of RF and NN has presented the
highest scores in all evaluation metrics. This followed
by KNN algorithm with difference only 1%.However,
the lowest score have recorded by SVM algorithm
with difference reach to 5% from RF and NN in
terms accuracy, F1, and Recall. However, according
to literature SVM still have significant powerful iden-
tification performance for ASD cases.

Figs. 2 and 3 have presented ROC analysis that
show the performance of selected algorithm per
target classes (Negative C-ASD and Positive C-ASD
class). According to mentioned observed results,
all algorithms have significant identification perfor-
mance based on both classes but small portion higher
for positive C-ASD class. Thus, this indicate a balance
classification performance by four selected algorithm
have presented that guaranteed no such over-fitting
or under-fitting issue towards distinct class data.

To evaluate the efficacy of the suggested research,
we need to emphasize the precision of every class.
This is true whether the classification procedure is
binary or multi-class. You need to look at its perfor-
mance to know how effectively a classification model
predicts instances and hits its aim. The confusion ma-
trix is a more in-depth look at how well a prediction
model works. It is a visual representation of the types

Table 6. Confusion Matrix (CM) for SVM.

Predicted

Actual Negative C-ASD Positive C-ASD
∑

Negative C-ASD 289 37 326
Positive C-ASD 6 722 728∑

295 759 1054

Table 7. Confusion Matrix (CM) for KNN.

Predicted

Actual Negative C-ASD Positive C-ASD
∑

Negative C-ASD 323 3 326
Positive C-ASD 6 722 728∑

329 725 1054

of mistakes that have occurred and the classes that
have been successfully and wrongly predicted. Every
data point can be labeled as either True Positive (TP),
True Negative (TN), False Positive (FP), or False Neg-
ative (FN) in the confusion matrix [37]. As mentioned
above, the information from the four classes is rep-
resented in the confusion matrix. Four different ASD
diagnosis methods’ CM findings are shown in Tables 6
to 9.

As displayed into Tables 6 to 9, SVM algorithm has
the highest misclassification rate where 37 Negative
C-ASD cases classified as Positive C-ASD cases. In
the same time only 6 Positive C-ASD cases identified
as Negative C-ASD this indicate the SVM algorithm
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Fig. 3. ROC for positive C-ASD class.

Table 8. Confusion Matrix (CM) for RF.

Predicted

Actual Negative C-ASD Positive C-ASD
∑

Negative C-ASD 326 0 326
Positive C-ASD 0 728 728∑

326 728 1054

Table 9. Confusion Matrix (CM) for NN.

Predicted

Actual Negative C-ASD Positive C-ASD
∑

Negative C-ASD 326 0 326
Positive C-ASD 0 728 728∑

326 728 1054

have significant identification performance in terms
of Positive C-ASD cases while less identification rate
for Negative-ASD cases. KNN algorithm have showed
less misidentification rate than SVM where only 3
Negative-ASD cases classified as Positive C-ASD cases.
On other hand, only 6 Positive C-ASD cases identified
as Negative C-ASD this indicate the SVM algorithm
have significant identification performance in terms
of Negative C-ASD and minor misidentification act
towards Positive C-ASD cases. However, we observed
that each RF and NN algorithms have momentous
performance where zero missing value is presented in
terms Positive C-ASD and as Negative C-ASD cases.
Thus, these algorithms considered are the best per-
forming ones that can be used for identification of
ASD cases.

3.1. Comparisons with state of art works

In the view to generalize the results obtained by our
study for more real-test-bed application, we should
compare the obtained results with most state of the
art studies that proposed recently for ASD iden-
tification target. Therefore, we have provided full
comparison scenario as shown into Table 10.Two
main studies [10, 15] have used same dataset that
have been used in our study therefore we have chosen
these studies as baseline for performance comparison.
The baseline studies are implemented with different
algorithms such as SVM, KNN, and RF which most
of them used in our studies. The main criteria for
comparison is using of feature ranking method, type
of identification algorithm, number of used features,
and obtained accuracy.

As observed into Table 10, the highest number of
used features in study where 16 out of 18 attributes
has been used into ASD identification process. Also,
this study has used three main algorithms which are
SVM, KNN, and RF which the obtained identification
accuracy range form 81–93%.

In four features ranking methods have used which
are Boruta algorithm, CFS, RIPPER, and RFE. Each
method has distinct processes and mathematical
representation which may give different selected sub-
set features. However, all features ranking method
have preferred different ASD attributes ranging from
13–11. Also, each of SVM and KNN have tested
within each distinct features selection method. The
obtained identification accuracy is ranging from
88%–98%.Comapring with study, this study have
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Table 10. Comparison state of the art C-ASD identification methods.

Study Feature ranking method Algorithm No of features Accuracy

– SVM 16 93.84%
[10] – KNN 16 90.52%
[10] – RF 16 81.52
[10] – SVM 16 98.7%
[16] Boruta algorithm, SVM 13 95.87%
[15] Boruta algorithm, KNN 13 92.92%
[15] Correlation-based

Feature Selection with
Harmony Search (CFS)

SVM 11 89.51%

[15] (CFS) KNN 11 91.93%
[15] Repeated Incremental

Pruning to Produce Error
Reduction (RIPPER)

SVM 12 94.76%

[15] RIPPER KNN 12 91.52%
[15] Recursive Feature

Elimination (RFE)
SVM 11 89.51%

[15] RFE KNN 11 88.30%
Proposed study GR and X2 SVM 10 95%
Proposed study GR and X2 KNN 10 99%
Proposed study GR and X2 RF 10 100%
Proposed study GR and X2 NN 10 100%

scored high average identification accuracy rate and
less number of C-ASD features have used into identi-
fication process.

Comparing with baseline studies, our study have
scored the highest accuracy identification rate which
reach to 100% with zero misidentification case. On
other hand, the minimum number of C-ASD features
are selected by GR and X2 that have used in the clas-
sification process. Therefore, less computational load
and high classification performance are presented in
proposed study.

3.2. Explainable computer-aided identification
system for C-ASD

ML has enlarged well-known reputation and has
been applied to uncountable domains. However, pre-
cise measures are essential to be implemented to
guarantee that industrial and other academic commu-
nity accepts as well as trusts ML-powered schemes. In
this direction, it is obligatory to explain and visualize
how the decisions are made based on ML models.
Explainable C-ASD provides a precise picture for users
about processes and data used for training of ML
models. In the study we employed Local Interpretable
Model-Agnostic Explanations (LIME) to visualize our
proposed system based on explainable artificial intel-
ligence approach.

LIME is a commonly used algorithm that provides
the ability to interpret machine learning models in
healthcare sector by creating a comprehensive expla-
nation for a single prediction [38–40].

LIME’s prediction is based on very simple inter-
pretable approach, such as a linear classifier.

LIME model can be summarized into following
steps:

• Creating new samples of data then acquires their
predictions based on used (original) model.

• Calculating the generated samples’ weight based
on how close they are to the explanation instance.

Based on the probabilities of output from some of
generated samples as the input desired to be clarified,
a linear model is constructed. The weights that gener-
ated by substitute model used to assess the real value
of selected features. Furthermore, LIME is model-
agnostic, so that it can be applied to any model of
machine learning [41]. To mention, we have used RF
model as explainable ML based on LIME approach.
Fig. 4 illustrates the results of LIME for a positive and
a negative prediction.

The outcomes cover three parts of information from
left to right: (1) the model’s predictions, (2) contribu-
tions of feature for prediction and (3) the real value
for distinct feature.

Fig. 4a illuminates a negative C-ASD prediction
made by the RF model, in which the negative proba-
bility prediction was 100%. It is showed that only A1
and Q-CHAT-10 contributed to the negative C-ASD
prediction. In contrast, Fig. 4b clarifies a positive
C-ASD prediction based on RF approach, in which the
probability for positive C-ASD class prediction was
100%. It is showed that each of A4, A6, A7, A8, A9,
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Fig. 4. LIME predictions for the RF model (a) Negative C-ASD (b) Positive C-ASD.

and Q-CHAT-10 contributed to the positive C-ASD
class prediction.

4. Conclusion

The primary goal of our research was to establish
an efficient and effective basic diagnostic test for C-
ASD or an improved and comprehensive screening
tool explicitly designed to detect the beginning of
ASD. Furthermore, many identified C-ASD attributes
can be used into identification process but which
subset that is more important and present less com-
putational load into computer aided systems still
challenge. Therefore, this study have proposed a sys-
tem for select best C-ASD attributes then use chosen
features into identification process. Each of Gain Ra-
tio (GR) and Chi-squared (χ2) methods that have
used into our proposed system has successfully to
select the best C-ASD which are (A1, A2, A3, A4, A5,
A6, A8, A9, and Q-CHAT-10). Detailed procedures
for the planned identifying system were laid forth.
The suggested identification system was created using

four machine-learning techniques: SVM, KNN, RF,
and NN. An assessment experiment was carried out
using various metrics and several machine-learning
algorithms to confirm the efficacy of the suggested
model. The results confirm that our study has se-
lected the minimal set of features to identify C-ASD
cases compared with other feature ranking and selec-
tion methods. RF and NN are the best identification
machine learning algorithms for C-ASD cases. A
balance identification(classification) performance in
all machine learning algorithms per class where
no under-fitting or over-fitting issue has been pre-
sented. Also, compared with state-of-the-art studies,
our study has scored a high classification accuracy
rate with minimum C-ASD cases, which leads to a
quick computer-aided identification approach with
less computational load. Furthermore, previous stud-
ies showed that the SVM algorithm claim is valid but
only for some examined datasets because each dataset
has distinct features, and a compromise of misleading
results could be presented. The primary limitation of
this research is the scarce availability of large and
open-source ASD datasets that can be used to identify
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deep-learning models. Due to limitation of data, in the
future we intend to collect a new secondary dataset to
identify C-ASD cases-based deep learning algorithms.
Also, there several challenges regrading diagnosis of
autism patients such as screening tools to get the
data where some data about austim need to obtained
from parents as well as child behavior combined with
clinical data. Also,data quality is very important issue
when using machine learning approach for diagnosis
of C-ASD. Finally, as any other system based on ML
concept, the proposed system into real-time appli-
cation need to avoid overlap(bias) between positive
C-ASD and negative C-ASD classes.
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