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ABSTRACT

The Internet of Things (IoT) is a decentralized and ever-changing network, which poses challenges in terms of security.
The input highlights the need for robust security measures to protect IoT devices and their data from potential threats.
The study focuses on Federated Learning (FL) technology as a potential solution to enhance IoT security. FL. models are
designed to protect sensitive data while allowing its exchange with other systems, making it a promising approach
for securing IoT environments. Additionally, the input suggests the implementation of intrusion detection systems
(IDS) as an additional strategy to enhance overall IoT security. By combining FL and IDS, the aim is to develop a
comprehensive solution to address the complex problem of protecting IoT settings. The input emphasizes the significance
of exploring machine learning (ML) techniques to improve security protocols for IoT devices. It also highlights the
importance of validating the effectiveness of FL technology in safeguarding and transferring confidential information
within IoT systems. The integration of IDS is proposed as an extra measure to strengthen the security of IoT systems as a
whole. Ultimately, the objective of this research is to provide comprehensive and effective solutions to address security
challenges in the IoT, thereby increasing trust in the application of this technology across various domains.

Keywords: Internet of Things (IoT), Security Measures, ML, Federated Learning (FL), IDS

1. Introduction

In recent years, Federated Learning (FL) has ex-
perienced substantial advancements across multiple
academic disciplines and enterprises in recent times.
FL, an emerging methodology in ML training, is
characterized as an on-device collaborative ML envi-
ronment. It was introduced by Google in 2015 [1, 2].
After training the global model using the local de-
vice’s data from each client, the trained local model
and client data remain on the client edge device in
FL. Clients notify a central server of their updated
parameters after training a local model. The server
then compiles these updates from all clients in the
pool and employs them to modify the parameters of
the global model. When the global model is revised

following one round of FL training another cohort of
clients is selected to participate in a second round
of training utilising the updated global model. The
modular nature of FL facilitates the establishment of
a secure environment for collaborative, private ma-
chine learning [3]. To ensure the security of both the
trained global model and the client data, a few secure
computations can be incorporated during the fusion
of the client’s local parameter updates.

There exist three primary methodologies for edu-
cating machine learning. The first is the traditional
approach based on a central server. The subse-
quent approach is the contemporary distributed
method, which necessitates training process paral-
lelization. Lastly, there is the less prevalent decen-
tralised method, which typically operates under the
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assumption that the datasets of all clients are inde-
pendent and identically distributed (IID) [4, 5].

In addition, improvements in the personalisation
of client models are achievable in FL’s collabora-
tive learning environment by utilising unique user
data to update the global model during the local
training process. To enhance user privacy, FL re-
stricts communication to aggregated model updates
that have effectively undergone numerous secure
computations, as opposed to exposing specific user
information. The majority of recent research on the
expansion of FL has concentrated on technical aspects
such as framework architectures and their practical
applications. In addition to system concerns such as
resource allocation, privacy and security, and com-
munication expenses. [6].

The existing body of literature primarily exam-
ines technical aspects and obstacles related to FL.
However, more recent studies have fallen short of
providing a comprehensive analysis of FL’s current
state and prospective developments in terms of mar-
kets and applications [6]. Hence, the utilisation of
ML or FL models enables the extraction of valuable
insights or data trends from security data. Using this
procedure, machines can be programmed to identify
preliminary indications of potential hazards. Integra-
tion of applications with the Internet of Things (IoT)
may be protected considerably more effectively by
intrusion detection systems (IDS) that employ arti-
ficial intelligence (AI) technology. This is especially
beneficial when contemplating the Internet of Things
as a strategy to overcome the constraints imposed by

[7].

2. Literature review

This section offers a comprehensive analysis of
Federated Learning, with a particular focus on IDS.
Federated Learning, often known as FedAvg, is a
parallelism technique that was devised by [8]. The
technique involves training statistical methods di-
rectly on devices. Because users are concerned about
data privacy as well as the increasing processing
capabilities of devices, Florida exemplifies the over-
arching principle of “using code to access data rather
than data accessing code” and has made substantial
progress, with several methodologies proposed to ad-
dress its challenges.

In the study [9] presented FedProx as a comprehen-
sive and restructured adaptation of FedAvg, aiming
to tackle the issue of data heterogeneity in FL. Fed-
Prox improves stability and precision in networks
with different characteristics by introducing a slight
adjustment to FedAvg. This improvement involves

including a regulation term in every local impartial
function.

The success of federated learning (FL) has resulted
in its implementation in intrusion detection systems,
where many studies have suggested FL-based ap-
proaches for identifying abnormal activities in Inter-
net of Things (IoT) networks. In [10] presented DIoT,
a distributed system that utilizes federated learning
(FL) to effectively combine behaviour profiles in a
self-learning manner. The solution, comprising a Se-
curity Gateway as well as an IoT Security Service (SG
and SS), exhibited exceptional precision in identify-
ing abnormalities in actual IoT devices infected with
malicious software.

[11] introduced an intrusion detection system for
IoT devices that use federated learning. The approach
focuses on promoting knowledge exchange among
peers while maintaining anonymity. Their assessment
of the NSL-KDD dataset demonstrated that FL sur-
passed on-device learning and achieved comparable
performance to centralized learning.

At [12] we presented an approach to anomaly de-
tection in IoT systems by asynchronous federated
learning. By addressing the gradient delay problem
and utilising a denoising autoencoder model outper-
formed previous techniques in terms of (Acc%, recall,
precision, as well as Fl-score), to achieve enhanced
convergence.

Although FL offers advantages in the field of intru-
sion detection, its vulnerability to hostile attack was
assessed at [13]. Upon examining FL’s application in
malware detection for IoT devices, the researchers
discovered that it suffered a reduction in precision
when maliciously attacked. This underscores the ne-
cessity of employing more resilient approaches to
address this issue.

Furthermore, Numerous studies have investigated
the issues surrounding network intrusion detection
systems that utilise FL. To address the problem of
limited data, MTDNN-FL employs a multi-task learn-
ing approach to tackle multiple FL framework tasks
concurrently [14]. A recent study showcased the im-
pressive ability of FL to effectively and reliably detect
abnormalities in network intrusion detection systems.
The study focused on applying FL to the task of
identifying unusual occurrences within these systems
[15]. Scientists have developed an intrusion detection
system (IDS) for networks that utilises FL to anal-
yse large volumes of data and identify potentially
suspicious behaviour [16]. The team introduced a
fresh federated learning (FL) architecture that priori-
tises privacy. This approach demonstrated superior
accuracy and convergence rate compared to previ-
ous FL-based intrusion detection systems (IDS) [17],
across multiple datasets.
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2.1 Internet of Things (loT) concept

The three elements of the IoT architecture are de-
picted in Fig. 1: the Perception Layer, the Network
Layer, and the Application Layer. The Perception
Layer is comprised of physical devices that interact
with or acquire data from the environment. Com-
munication and data transmission between devices
in the Perception Layer and higher layers are facil-
itated by the Network Layer. Using the Application
Layer, users or applications engage with the Inter-
net of Things (IoT) system using an interface that
processes and analyses data acquired from the Per-
ception Layer. Together, these layers facilitate a wide
range of Internet of Things applications and use cases
[18]. The input further specifies that the physical
layer comprises real-time data collection sensors and
actuators, the network layer employs networking pro-
tocols to establish encrypted communication between
devices, and the application layer utilises machine
learning algorithms to deliver tailored services while
safeguarding the integrity and reliability of the IoT
network.

Through device gateways, the Internet of Things
architecture connects sensors and actuators to the
application. The application subsequently uses a rule
engine to process the data from these devices. Any
apparatus capable of wireless or wired communica-
tion with sensors is referred to as a device. Gateways
serve to enable communication between systems and
devices, even when it is not possible to establish di-
rect connections. A gateway functions as a conduit
that facilitates the transmission and analysis of data
between various devices and components. One can
effortlessly generate straightforward processing rules
in the IoT by utilizing the rule engine, eliminating the
need for scripting. The user possesses the capability
to establish foundational principles that govern the
actions of the system in response to particular situa-
tions.

2.2. Security assault on the internet of things

The incorporation of IoT into external environ-
ments facilitates intelligent and automated commu-
nication between devices and their surroundings.
Generally, IoT devices exchange physical words to
accomplish various duties. Nevertheless, a compre-
hensive examination of the characteristics of these
devices as well as their actions in both virtual and
physical settings is necessary to ensure their security
[19, 20]. As previously mentioned, the development
of a resilient security framework to detect vari-
ous cyber-assaults in the Internet of Things is a
formidable undertaking. The complexity of this issue
may increase when considering the security of wire-
less networks. Because the majority of IoT devices
operate in an autonomous, centralized, and open en-
vironment, eavesdropping on these devices to obtain
sensitive and confidential data becomes a simple task.
Furthermore, IoT devices are distinguished by their
restricted computational capabilities and substantial
resource usage, which exacerbates preexisting dif-
ficulties and increases the likelihood of potential
hazards [21]. A threat can be described as an action
that takes advantage of vulnerabilities in a system’s
security to cause damage to it. In essence, hazards can
be classified as either active or passive [22]. Denial of
service (DoS) assault, Sybil assault, malware analysis,
device deception, and man-in-the-middle assault are
all examples of active threats. In contrast, passive
threats consist of phishing assaults, surveillance, and
so forth. This assault significantly compromises the
reliability and effectiveness of the Internet of Things
system.

The following are the security characteristics that
are taken into account when developing a prospective
IoT security framework:

1. Confidentiality is important in IoT systems to
prevent unauthorized access to critical informa-
tion [23].

2. Integrity of device information is crucial to
identify transmission modifications and prevent
malicious threats [24].

3. Authentication is necessary to establish the iden-
tity of users or devices before any operation
[25].

4. Authorization schemes protect sensitive infor-
mation by allowing only authorized individuals
to access data [26].

5. Availability of data is important for authorized
parties to retrieve their specific information re-
sources [27].

6. Non-repudiation ensures the trustworthiness
and reliability of exchanged data by providing



134 IRAQI JOURNAL FOR COMPUTER SCIENCE AND MATHEMATICS 2024;5:131-143

Fig. 2. Security and privacy issues on the Internet of Things.

evidence of its provenance, dependability, and
integrity [28].

7. Key Management: Ensuring the secure creation,
distribution, safekeeping, and cancellation of
cryptographic keys [29].

8. Privacy: Refers to the safeguarding of personal
information to ensure its confidentiality and in-
tegrity [30]. As shown in Fig. 2.

3. Federated learning

Federated learning, a method that ensures data
confidentiality while enabling on-device training for
decentralized systems, has been demonstrated to be
an effective solution [31]. FL has become increas-
ingly popular as a widely used approach to guarantee
the security, accuracy, and fast transmission of data
[32-36]. Federated learning shines by efficiently
overcoming the constraints of centralized paradigms
and surpassing typical machine learning methods in
terms of preserving data privacy while sharing knowl-
edge with other systems. Federated learning models
utilize a remarkable approach that allows them
to disseminate a learned machine-learning model
among numerous devices. The taught machine learn-
ing model uses the computational resources at its
disposal to help these gadgets gain knowledge about
their environment. Federated learning offers several
advantages due to its special characteristics and op-
erational principles:

1. FL enhances privacy by not requiring the use
of unprocessed data, making it suitable for IoT
security.

2. FL reduces communication latency and resource
utilization by eliminating the need to transmit
IoT data to a server.

3. FL improves convergence rate and learning qual-
ity compared to traditional machine learning
techniques.

4. FL is widely implemented in various IoT ap-
plications but lacks specialized research on its
implementation in IoT security.

5. The study aims to emphasize the implementa-
tion of federated learning for IoT security and
provides a taxonomy of federated learning mod-
els for IoT network security.

3.1. Federated Learning Internet of Things

The implementation of FL in Internet of Things
(IoT) environments with limited resources presents
a multitude of obstacles. To resolve these concerns,
[37] proposed CoLearn, an architecture built upon
the open-source Manufacturer Usage Description
(MUD) implementation (osMUD) and the FL frame-
work PySyft. The General Gradient Sparification
(GGS) framework was expressly designed for FL in
Edge Computing environments by the authors of ref-
erence [38]. In addition, experiments were conducted
on LeNet-5, CifarNet, DenseNet-121, and AlexNet uti-
lizing adaptive optimizers. A PerFit framework for
personalized FL was introduced by the authors of
the article [39]. This framework effectively mitigates
the heterogeneity that exists among IoT applications’
devices, statistical data, and models. In addition, a
case study of Internet of Things-based human ac-
tivity recognition was provided to demonstrate the
effectiveness of personalized FL for intelligent IoT
applications. The current focus of the majority of re-
search in the domain of IoT pertains to the integration
of additional sensors for data collection. A frame-
work for the development of smartphone-integrated
sensors that aid in decision-making across diverse
domains was proposed by the authors of the refer-
ence [40]. As per its underlying concept, every device
within this framework operates as a decentralized
decision-making structure.

The authors proposed a method in [41] for integrat-
ing FL-based distributed Deep Learning into networks
of Internet of Underwater Things (IoT) devices by
employing a concise iterations algorithm based on
MADDOG. When compared to reinforcement learn-
ing that was executed utilizing JCARA methods, the
MADDOG-based algorithm demonstrated superior ef-
ficacy. By differential, A real-time data processing
architecture for multi-robot environments was pro-
posed by FL and its authors [42]. The proposed
architecture obtains data for designated objectives
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Fig. 3. The architecture of FL for anomaly-based-IDS consists of four primary parts, initializing model, training model, aggregating model,

and disseminating model.

while safeguarding data privacy and enabling real-
time processing. FL faces obstacles with centralized
optimization, which is predicated on a centralized
server. This can impede the scalability of the network
and lead to a single point of failure. The authors
of the paper [43] devised a fully distributed FL
algorithm that generates data functionalities through-
out the network, thereby eliminating the necessity
for a centralized server and singular points of
failure.

The authors in [45] examined the problem of
JPRA, or joint power and resource allocation, within
the framework of vehicle networks with low-latency
communication. A framework for combined transmit
power and resource allocation based on FL was put
in place to address the issue of delayed in-vehicle
communication. As well as in [46], the authors go
into the industrial IoT space to find out how to pro-
cess and analyse data for computer environments
that use deep learning to predict the health and life
of parts. This is achieved through the utilization of
a methodology based on RUL predictions. The au-
thors referenced [47] a comprehensive analysis of
opportunities and solutions for FL in vehicular net-
works. Moreover, the authors of [48] presented an
overview of FL in the context of IoT. The six main
areas of discussion in their work are as follows: FL
fundamentals and developments, FL technical chal-
lenges and solutions in wireless IoT environments,
FL benefits and technical issues in vehicular IoT,
and FL future research. Further studies suggest that
the implementation of FL in the training of IoT ap-
plications can improve the overall user experience
[46].

4. Methodology

We present a method for network intrusion de-
tection using anomaly-based techniques, specifically
utilizing federated learning (FL) and autoencoders.
Fig. 3 illustrates the comprehensive structure of Fed-
erated Learning (FL) for detecting network intrusions
based on anomalies. The structure comprises four
primary elements:

Initializing model,
Training model,
Aggregating model, and
Disseminating model.

Hwh =

In the context of the paper, various notations are
employed to describe key aspects and parameters
throughout the remaining sections. As described in
Table 1, serves as a reference guide for these symbols
and abbreviations.

4.1. Initializing model

We assume that we are a decentralized learning sys-
tem component. Before the learning process begins,
specific hyperparameters, including learning rates,
momentum, and the value of O (for FedProx) [9],
are initialized by the server of central. These consti-
tute the general model’s weights. The general model
may be implemented using an Autoencoder (AE),
Variational Autoencoder (VAE), or Adversarial Au-
toencoder (AAE). The server is additionally tasked
with ascertaining the initial distribution (a) in the
AAE model. The distributes of server the model as
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Abbreviation Describe Detailed explanation

K The entire network’s clients and entities Represents all clients and entities within the network.

E Count of all comm. rounds Indicates the total number of communication rounds.

I All the local iterations added together Denotes the cumulative count of all local iterations.

N Size for mini-batch Refers to the number of data points in a mini-batch.

IS Score of Intrusion Represents the score assigned to intrusion detection.

thr Threshold for detecting anomalies The threshold value is used to identify anomalies.

8 The FedProx algorithm’s penalty term Penalty term utilized in the FedProx algorithm.

DK Customer k’s local dataset The dataset is specific to customer k within the network.

o The rate at which Decoder Learns The rate at which the decoder learns during training.

B Decoder Learns Another rate at which the decoder learns during training.

y The Discriminator’s Learning Rate The rate at which the discriminator learns during training.

p(2) The prior distribution of AAE The prior distribution is utilized in the Adversarial Autoencoder (AAE).

ot, ¢t, and xt, Three parameters are defined for the Parameters are specific to the encoder, decoder, and discriminator at
encoder, decoder, and discriminator at round t.
round t:

4 Sizing of the local mini-batch Indicates the size of the mini-batch used locally.

well as hyperparameters to a client (C) that was cho-
sen in an initial round, once initialization is complete.

4.2. Training model

To develop a comprehensive model for detecting
network intrusions, we analyze a group of K clients
working together in collaboration. The clients serve
two primary purposes, namely data preparation as
well as local training. Table 2 describes these two
presses.

The data transformation pipeline, depicted in
Fig. 4, is an essential component in the prepara-
tion of unprocessed data for modelling and analysis.
The pipeline comprises several stages, namely data

Table 2. Describes data preparation and local training presses.

transformation, feature extraction or selection, data
normalisation or scaling, and data cleansing. Every
phase is designed to enhance the data’s integrity and
render it appropriate for applications such as machine
learning or data analysis. The figure probably illus-
trates flowcharts or visual components that depict the
data transformations performed at each stage.

In contrast, a federated algorithm for an anomaly
intrusion detection system is illustrated in Fig. 5. The
purpose of this algorithm is to identify malicious ac-
tivities or unauthorised access in computer networks.
The methodology employs a distributed structure in
which the detection model is collectively trained on
numerous clients or devices, eliminating the need for
centralised aggregation of sensitive data. By utilising

Data preparation

Local training

Each client prepares and ensures the quality of their data before
feeding it to the autoencoder-based model.
The publicly available PCAP3 files are used for each dataset.

The PCAP files are repaired using the pcapfix4 tool to fix any
corruption or damage.

The repaired files are then sorted by timestamp using the
reordercap program.

This stage holds significance for files that were generated through
the fusion of frames from various sources, disregarding the
order of time.

The resultant files are corrected and arranged PCAPs that are
operational.

Flow construction, labelling, and attack simulation are all
insufficient in current NIDS datasets.

To convert PCAP files into CSV files, the suggested tool extracts
87 statistical flow features.

To correctly name flows in CIC-IDS2017 and CSE-CICIDS2018,

Numeric and categorical features are both extracted, with
character data being transformed into numerical values by
feature encoding.

min-max scaling is executed.

From the server, the client retrieves the autoencoder’s current
general state.

For AE to learn how to encode and reconstruct typical behaviour,
it is trained using solely typical trials of the client’s data.

MSE is mini among the input & its reconstruction.

Isotropic Gaussian distribution is used as the prior for training the
discriminator of the AAE.

When updating local models, FL. anomaly IDS usage the FedProx
[9].

In order to update local tech., a regularization is incorporated
into each client’s loss function.
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Fig. 5. Federated algorithm for anomaly intrusion detection system.

federated learning methodologies, the algorithm en-
ables every client to train a local detection model
with its own set of data, while also facilitating the
periodic exchange of model updates with a central
server. These updates are compiled by the central
server to enhance the detection model as a whole,
all the while protecting privacy and security. The
depicted figure probably illustrates the activities of
the clients participating in the federated algorithm,
including but not limited to local model training,
parameter updates, communication with the central
server, and collaborative learning with other clients.

4.3. Aggregating model

An essential part of FL is model aggregation. It safe-
guards sensitive data while allowing for the merging

of local models learned on different devices into one
model. Therefore:

1. Local models trained on separate devices are
submitted to the server after each communica-
tion round.

2. The server calculates new general weight pa-
rameters by considering all modifications and
applying a weighted average.

3. Convergence is achieved by repeating this pro-
cess.

4. The general model is updated by taking the
weighted average.

4.4. Disseminating model (Threshold selection)

After the completion of the training procedure, it
is necessary to calculate a score threshold for the
IDS phase. To achieve this objective, we establish the
distinct validation set (Val-set) on which we ascertain
an appropriate thr for the whole model. It is impor-
tant to note that the performance of the model is
highly dependent on the threshold value. Increasing
the threshold would reduce the occurrence of false
alarms, but it may also classify more assaults as reg-
ular occurrences. Conversely, a lower value would
result in an increased number of false alarms and
classify more regular occurrences as assaults. We sug-
gest calculating the threshold thr using the Eq. (1). In
other words, the threshold is determined by adding
the total as well as the standard deviation MSE over
the Val-set, as described by [9].

thr = (MSE(Dval, ¢t)) + s(MSE(Dval, ¢t)) D

Subsequently, the established threshold is em-
ployed during the inference phase. We evaluate IS,
which represents the loss of reconstruction, by com-
paring it to a pre-calculated threshold. An occurrence
is classified as an intrusion if its intrusion score
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exceeds the threshold; otherwise, it is classified as
benign.

5. Dissemination of model parameters

Upon completion of the training process and model
convergence, the most recent iteration of the general
model is distributed to all consumers inside the net-
work. CaplS is calculated upon the addition of a new
instance Xnew to the network through the compu-
tation of the reconstruction loss. If the IS (Intrusion
Score) of instance Xnew exceeds a specified threshold
value, the instance is classified as an intrusion; other-
wise, it is classified as a typical instance.

__Anomaly, ifIS > thr

Xnew = .
Normal, otherwise

(2)

6. Experimental results

We assess the effectiveness of the suggested Fed-
anomaly-IDS approach by analyzing its performance
on several widely recognized datasets, namely USTC-
TFC2016, CICIDS2017, and CSE-CIC-IDS2018. Our
primary emphasis is on addressing the following three
aspects:

First: What is the performance of intrusion detection
systems and federated learning-based anomaly de-
tection compared to other baselines, such as (GAN
and BiGAN), in terms of different intrusion detection
metrics?

Second: Which distributed algorithm, FedProx [9] or
FedAvg, is the most efficient?

Third: How does the Fed-anomaly-IDS perform when
trained on data from different contexts, and how does
it perform when tested on new, unseen data?

6.1. Datasets

The provided input outlines three reputable
datasets that are frequently employed in assessments
of intrusion detection systems and federated learning-
based anomaly detection performance. The primary
dataset utilized in this study is USTC-TFC2016. It
consists of malware traffic acquired from publicly
accessible websites as well as regular traffic gathered
via IXIA BPS. A subset of the dataset is designated
for testing, validation, and training purposes. The
second dataset is CIC-IDS2017, which contains clas-
sified “Safe” and “Malicious” genuine network traffic
data. The dataset is partitioned based on the days of
the week into (training, Val., as well as test sets).
CSECICIDS-2018, the third dataset, is an enhanced
version of CICIDS-2017. It comprises seven categories
of contemporary attacks. By dividing the dataset into
training, validation, and test sets over two weeks, the
dataset is partitioned. In this investigation, the train-
ing and validation sets solely comprise the standard
samples, whereas the test set comprises the assault
samples exclusively. For training purposes, the train-
ing set is distributed equitably and arbitrarily among
all customers in the system to guarantee an even
distribution of typical data. The dataset distribution
of safe and malicious for each type is illustrated in
Fig. 6.

DATASETS' DISTRIBUTION OF SAFE & MALICIOUS KINDS

m Safe% Malicious %

3841630
512696

313292

USTC-TFC16 CICIDS2017 CSE-CIC-1DS2018

Fig. 6. Datasets distribution of safe & malicious kinds.
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Table 3. Experimental Settings and Architectural Configurations for IDS using Federated Learning and Autoencoder Variants.

Setting Value/Description
Number of Clients (K) 10
Client Fraction (C) 0.5
Local Iterations (I) 10

General Comm Rounds (E)
Regularization Parameter (FedProx)
Learning Rate (AE & VAE)
Weight Decay (AE & VAE)
AE Architecture
VAE Architecture
AAE Architecture

activation
Evaluation Metrics
Programming Languages & Libraries

The first and second types of datasets = 30 epochs, and the third one = 10 epochs
Candidate set: {0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001}

Range: {0.01, 0.001, 0.0001, 0.00001}

Range: {0.0001, 0.00001, 0.000001}

Encoder: (87-64-32), Decoder: (32-64-87), ReLU activation function

Encoder: (87-64-64-32), Decoder: (32-64-64-87)

Encoder: (87-16-4-2), Decoder: (2-4-16-87), Discriminator: (16-4-2), LeakyReLU

F1-score, Acc, and FDR
Python, PyTorch, Numpy, Pandas

6.2. Settings of experimental

The experimental settings, in Table 3, outline key
parameters and configurations used in the study.
It involves details such as the number of clients
(K), client fraction (C), local iterations (I), and gen-
eral communication rounds (E) for different datasets.
Hyperparameter choices for regularization, learning
rates, and weight decay are specified. The Autoen-
coder (AE), Variational Autoencoder (VAE), and
Adversarial Autoencoder (AAE) are broken down in
terms of their architecture, showing how many neu-
rons are in each layer and how they are activated.
The evaluation metrics include F1-score, ACC, and
FDR.

6.3. Evaluation of performance evaluation

To ensure the credibility of our evaluations, we
conduct a comparative analysis of IDS and FL-
based anomaly detection with other studies in the
same domain. An intrusion detection system utiliz-
ing anomaly detection (AD) and fuzzy logic (FL)
was proposed in reference [47]. The recommended
approach relies on Geometric ANNs, which are ex-
tensively utilized in various sectors like computer
vision as well as anomaly detection [48]. We followed
our recommended protocol and employed the USTC-
TFC2016 dataset, the CICIDS2017 dataset, as well as
CSECICIDS-2018 dataset to evaluate the effectiveness
of fundamental models GAN and BiGAN [49]. In tasks
such as anomaly detection and unsupervised learn-
ing, the latter can obtain complex and comprehensive
representations [50]. Autoencoders and GANs are ex-
amples of unsupervised learning methodologies that
exhibit potential in the detection of network intru-
sions. To replace the FedAvg FL technique utilized
in [47], we employ the FedProx federated learning
technique. Furthermore, we employ refined itera-
tions of flow characteristics derived from datasets

for all assessments. Conversely, [47] employed im-
ages derived from datasets such as NSL-KDD, 10 KDD
[51], and UNSW-NB15 [52] for their research. A
FL network highly values the format of the dataset.
Raw traffic image datasets are characterized by their
higher size, more complexity in interpretation, and
greater storage requirements compared to tabular
datasets that encompass several parameters extracted
from raw traffic data. We choose datasets that rely on
flow features since edge entities in FL systems usually
possess restricted resources.

Fig. 7 presents a concise overview of the outcomes
obtained from our assessment of the model using the
USTC-TFC2016 dataset. AAE, when combined with
the FedProx algorithm, exhibits exceptional perfor-
mance, attaining a remarkable F1-score and Acc of 99
per cent approximately, as well as a negligible false
discovery rate value of 18 per cent. The performance
of learning rate and weight decline is likewise impres-
sive. On the other hand, GAN and BiGAN demonstrate
subpar outcomes, with BiGAN, in particular, display-
ing elevated (FDR, Fl-score, and Acc) Furthermore,
FedProx consistently achieves equal or superior per-
formance compared to FedAvg across all models.

Transitioning to Fig. 8, directing attention to the
assessment outcomes utilizing CIC-IDS2017, a basic
Autoencoder (AE) trained with Federated Proximal
(FedProx) [9] emerges as the highest-performing
model. The accuracy achieved is greater than 93
percent and the false discovery rate (FDR) is at its
lowest, measuring 1.693 percent. Finally, in Fig. 9,
the evaluation is conducted utilizing the type of
dataset (CSE-CIC-IDS20180 and it is observed that
VAE demonstrates superior performance in terms
of (Fl-score as well as Acc). The basic AE model
achieves an optimal false discovery rate (FDR) at 0.6
per cent, however, there is a minor decrease in both
the F1 score as well as Acc. In general, the straightfor-
ward AE model proves to be the most efficient across
all datasets.
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IDS and FL based anomaly detection with USTC-TFC2016
performance.

100 i

80

60

40 g 1 i i Acc (%)

20 v v “ > FDR (%)

o F1 (%)
Our AE VAE AAE GAN BiGAN
method
F1 (%) 99.35 99.44 99.79 99.77 99.93 99.94
FDR (%) 0.46 0.22 0.39 0.01 0.18 0.18
Acc (%) 99.54 99.6 99.85 99.84 99.94 99.95
F1(%) = FDR (%)  Acc (%)

Fig. 7. IDS and FL-based anomaly detection with USTC-TFC2016 performance of evaluation.

IDS and FL based anomaly detection with CIC-IDS2017
performance.

100 .

80

60 o

40 Acc (%)

20 7 FDR (%)

0 L — F1 (%)
Our AE GAN BiGAN
method
F1 (%) 92.51 92.73 60.96 62.09 80.11 7717
FDR (%) 1.75 1.69 49.49 45.66 0.34 5.6
Acc (%) 93.36 93.54 64.34 66.56 83.94 81.62
F1 (%) FDR (%)  Acc (%)

Fig. 8. IDS and FL-based anomaly detection with CIC-IDS2017 performance of evaluation.

The performance of at least one AE-based technique
utilizing FedProx is consistently superior to that of
GAN depending on models across all datasets. Par-
ticularly in the domain of NIDS, our findings indicate
that autoencoders are more effective than GAN-based
methods at detecting potential hazards. Hence, AE is
deemed more suitable for practical network intrusion

detection situations due to its straightforwardness,
low weight, and computational effectiveness.
FedAvg and FedProx denote the techniques of
Federated Averaging and Federated Proximal, re-
spectively. AE is for Autoencoder, VAE stands for
Variational Autoencoder, AAE stands for Adversarial
Autoencoder, GAN stands for Generative Adversarial
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IDS and FL based anomaly detection with CSE-CIC-IDS2018

evaluation.
A
100 1!
80
60 Acc (%)
L
4 — | | = | TP TP rprR (%)
0 £ e F1 (%)
Our AE VAE AAE GAN BiGAN
method
F1 (%) 88.48 86.41 89.4 90.64 45.51 45.52
FDR (%) 1.51 0.6 2.14 1.81 16.67 16.66
Acc (%) 92.9 91.08 93.72 94.48 83.34 83.34
F1 (%) FDR (%) Acc (%)

Fig. 9. IDS and FL-based anomaly detection with CSE-CIC-IDS2018 performance of evaluation.

Network, and BiGAN stands for Bidirectional Gener-
ative Adversarial Network. The Fl-score quantifies
the trade-off between precision and recall, the FDR
measures the rate of false discoveries, and Accuracy
reflects the overall correctness of the model.

7. Conclusion

In the last part of this article, the main findings
and contributions of the research are talked about,
with a focus on how federated learning can be used
to create a system for finding suspicious activity in
distributed networks. The study presents a model that
incorporates a variety of cutting-edge technologies
and methods, such as hardware auto-encoders, feder-
ated learning, and anomaly detection. The objective
of the model is to construct cognitive instruments
that are capable of correct data manipulation and to
guarantee the security of training processes. The re-
search methodology being proposed is founded upon
the Fed-Prox algorithm and utilises three distinct
dataset categories for autoencoders. The outcomes of
tests and evaluations indicate that the proposed ap-
proach effectively safeguards privacy and minimises
false alarms while ensuring effective detection of net-
work intrusions. The study also shows that federated
learning anomaly identifiers work better than other
frameworks that use generative adversarial networks
(GANSs). Additionally, the Fed-Prox algorithm consis-
tently performs better than the Fed-Avg algorithm
in federated learning anomaly intrusion detection
systems. The findings of the research validate the effi-

cacy of autoencoders in detecting extensive intrusions
in distributed systems. They also suggest ways to im-
prove future research and development in the areas
of federated learning and attack detection, as well as
ways to make intrusion detection more accurate and
useful across a wide range of network areas. In the fu-
ture, work in the field of federated learning and attack
detection systems in distributed networks can focus
on developing advanced models for federated learn-
ing. This will include studying the impact of different
data sets, applying the research to real-life scenarios,
improving data security, and developing advanced in-
trusion detection systems. These areas of research aim
to enhance the efficiency, accuracy, and effectiveness
of attack detection systems in distributed networks.
By exploring these avenues, further improvements
and innovations can be made in the fields of federated
learning and attack detection.
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