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ABSTRACT

In this paper a new class of Quasi-Newton update for solving unconstrained
nonlinear optimization problem is proposed. In this work we suggested a new formula
for the variable metric update with a new quasi-Newton condition used for the
symmetric rank two formula.

Finally, a numerical study is reported in which the performance of this new
algorithm is compared to that of various members of the unmodified family. Numerical
experiments indicate that this new algorithm is effective and superior to the standard
BFGS and DFP algorithms, with respect to the number of functions evaluations (NOF)
and number of iterations (NOI).

Keywords: Unconstrained Optimization, Quasi-Newton Condition, Inexact Line
Search.
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1. Introduction

The Quasi-Newton family of variable metric formula introduced by Broyden
[2]. It is the most efficient technique for minimizing a non —linear function f(Xx).
Generating a sequence of points x, and matrices H, by the following procedure we
have:
d =-H.g,., k=012,.. (1)
where g, is the gradient of fat x, .

Xi = X+, d, ...(2)
The scalar «, is chosen to ensure, at least that
f(%ea) < F04) = 7o di 9, -.-(3)
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For some predetermined y, or more likely in theoretical analysis it is chosen to

min f(x, +«.d,) ...(4)
so that
Grad, =0, ...(5)

this is an exact line search (ELS).

Having determined the point x, an improved inverse Hessian matrix H, , is
obtained by incorporating the information generated in the last iteration.

The new matrix H, , is given by

v,vi H TH

Hia=H+ ?k - kTykyk k+¢RkRkT ...(6)
VeV YeHYe

where

Ye = Ok — Ok

Vi = Xy — X

Rk_ Vk HIz—yk

VYl YeHW
He =1
¢ is parameter € (0,1) ,
Different values of the scalar ¢ in equation (6) correspond to different member
of Broyden's Quasi-Newton family. It will be noted that ¢ =0 corresponds to the

original variable metric algorithm introduced by Davidon [4] and Fletcher and Powell
(DFP) [5]. In studying the theoretical behavior of these techniques it was shown by
Fletcher and Powell that, on quadratic function with the accurate line search defined in
(5), the original (¢ =0) formula generates conjugate directions and hence minimizes a
quadratic function in at most k iterations. It has frequently been postulated that fact
accounts for the region near the minimum has been found.

One of the best known VM method is the BFGS method that was proposed
independently by Broyden, Fletcher, Goldfarb and Shanno. The BFGS update is defined
by formulae (6) where ¢ =1

Broyden (1970) [2] has shown that if search along all k conjugate directions is

necessary then, with analysis based on the error matrix
1 1

K=G 2HG 2
and determined a value of ¢ for which the sequence H, converges steadily to G™.

2. New Algorithm

In this section a new formula of preconditioned conjugate gradient (PCG)
method is presented with inexact line search.

If H,., is to be viewed as an approximation to G, it is natural to require that
HiaYe = Vi (1)
Which is called the Quasi-Newton condition.

For the new algorithm we derive a new expression for the QN condition as

follows [2]:
Let
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Hi Vi = o Vi --(8)
Where ¢, >0, and
Hia Y = Vi --(9)
Then we get the following relationship
1
Hin =—H,
k
and we obtain the following results
He 1 ..(10)
He o
These implies that the condition number
K(H):i, ...(12)
ay
therefore, to compute a new formula, «, will be chosen as follows
T H _ .
= Yi : k Yk Al-Bayati [1] (12
Vi Yk .
or a, >2 New suggestion

then we have

HiaYe =V @+, ) —Hyy, ...(13)
Now dividing (13) by y, and multiplying and dividing the first and the second

terms of right hand side of equation(13) by v, we get

(ETAAN _ H, Y,V

H,,= ...(14)
o Vi Vi Vi Vi
To obtain the correctly approximation of G™ we can rewrite equation (14) as follows
H Kk ykv-kr VkV;—
Ho=H ———+0+a)— ...(15)

k Yk k Tk

where «, defined by (12).
This is a new update H,,, which satisfies a new QN-like condition.

3. Outlines of The New Suggested Algorithm
Step(1): set x,, £, H, =1
Step(2): For k=1set d, =—H,q,
Step(3): Set x,,, = X, +«,d, where «, is optimal step- size.
Step(4): If |g,..| <& stop, otherwise
Step(5): Compute vV, = X,1 = Xy, Y = Gin — Oi
Step(6): Compute H,,, by equation (15).
.
Step(7): d,,,=-H,.,0,.,+/5.d, where S, =% and H,,, is defined by (15).

k Yk
Step(8): If restart criterion is satisfied , i.e. g, .,d., >0and g;9, >0,.09,,, goto
step(2). Else k =k +1 and go to step(3).

37



Abbas Y. Al Bayati & Runak M. Abdullah

Theorem (3.1):
Let f be given by

f(x) :%XTGX+bTX

Where G is symmetric positive definite. Choose an initial approximation H, =H,
where H is any symmetric positive definite matrix of appropriate order. Obtain H/
from H where d = —Hg is the search direction and assuming exact line searches then
H.,9 =Hg", for 0<i<k<n., g.,=90
Proof:

Apply induction on i. Let H, = H, on the above assumptions so that
Hog* = Hg*
using formula(16) we have
T TA*
Hi+19*=Hk9*—Mg*+(1+a)w ...(16)
k Yk k Yk
since v, g" =0 (ELS)., equation (16) become
Hi+1g* = Hg*
we prove it is true for i+1 by using the following two standard properties (not proved
here) which are satisfied in the case of a quadratic function and exact line searches).
(@: vig =0, for j=1,2,...,k
. T * -
(b): gjH;g =0, for j=1,2,... .k
The orthogonality property satisfies when f is quadratic function and exact line searches
is used. Hence H,,g" =Hg™ #

i+1
4. Numerical Results:

Seven well-known test functions (given in the appendix) were tested with
different dimensions (4 <k <1000).
All programs are written in FORTRAN 90 language and for all cases the stopping

criterion is taken to be ||g,,[ <1*107°.

The line search routine used was cubic interpolation which uses function and
gradient values and it is an adaptation of the routine published by Bundy [3].

The results are given in the Table (1) and specifically quoting the number of
functions (NOF) and the number of iterations (NOI).

Experimental results in table (1A) confirm that the new algorithm is superior to
standard DFP and BFGS methods. Namely there are an improvement of the new
suggested about % 34.87 NOI and % 23.82 NOF by using the new suggested VM-
algorithm in this.
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Table (1A). Comparison of DFP, BFGS and new algorithm

Test BFGS New Method
Function NOI | NOF | NOI | NOF

Shallow

Non-diagonal

From Table (1A)

Percentage performance of the new algorithm against both DFP and BFGS algorithms
for 100% DFP. We have:

Table (1B)

5. Appendix :

All the test functions used in this paper are from general literature: See [1] for
the details of all these test functions.

1. Powell function (Generalized form)

n/4
f= Z[(qufs +10%5 5)% +5(Xg 1 = Xg)* + (X = 2%44) " +10(X4 5 = %,)*]

i=1

X, =(3-1,0L..)"
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2. Rosen function
f =100(x, — xf)2 +@1- xl)z, Xy = (-1.21.0)"

w

. Cubic function
f =100(x, — xf’)2 +(1- xl)z, Xy = (-1.21.0)"

Shallow function

&

n/2

f= Z(Xzzi—1 %)+ (=X 0)" s X =(=2)"

i=1
5. Dixon function

F= (o) + (%) + 306 ~ %)% % = (1)

o

Non-diagonal function

f= Zn:[100(x1 — X +(1L-x)’1, X =(-L.)"

7. Wood function

n/4

f= Z[lOO(X‘“fz —Xai3)® (=X 5)" +900x,; — %5 1)* + (L= %4 4)* +10.0(x, , —1)°
i1

+ (X _1)2 +19.8(X,, —D(X; =D , X, = (_3,_1;—3,—1;---)T
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