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Abstract: 
  In large Computers; the huge volume of files actually generate disorder to 
analyze it. So, it desires to design a clustering techniques which reduce the costs of 
analysts.  Document clustering is an essential process in text mining, which retrieve 
the information with an acceptable accuracy, which can be achieved by fuzzy 
clustering. Reuters 21578 dataset is used for experimental purpose; the proposed 
system was tested by using Reuters 21578 datasets according to the time required 
to cluster data. The proposed system improves data clustering algorithms by 
construct required fuzzy clusters.  The proposed system showed a good result 
compared with clustering techniques in comparing with other clustering techniques 
in time efficiency.  
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1. Introduction 
Computers have excessive significance in the world of technology. The progress in computer architecture 
effects in processing control plus vast storage space in computers (which can have actual massive amount 
of data in it). But this may lead to create problem if somebody needs to examine an exact file in it [1], 
document clustering is used this problem. Document clustering (referred to as text clustering) is one of the 
greatest chief in writing mining, the assistance the forming to big quantity of documents into clusters. These 
tools have been developed to help computer documents to be organized [2].  But such computer detained 
devices holds enormous regular of files and documents like huge Reuters 21478 datasets, thus it is not 
relaxed to do the study of all and each files independently [3]. 
 
2. Related works 
The approach presented in [9] showed that different users may have different search goals, and in [9] went 
to improve search goal by analyzing search engine query, determine unlike worker search aims for a request 
by clustering the projected comment meetings and using the pseudo-documents to better represent the 
feedback sessions for clustering using Fuzzy C Means. The fuzzy comparison created identity- building 
algorithm which is used and with a new optimization way to plot response meetings to virtual documents 
that can capably imitate worker data requests. In [10] offerings a small impression of approaches for fuzzy 
gathering and conditions wanted goods aimed at a best fuzzy document clustering algorithm. Founded on 
these standards we selected unique of the fuzzy clustering greatest protruding means, additional exactly 
probabilistic c-means. In [11] used improved FCM for image processing technique, segmentation linked, 
an improved FCM combining mean shift algorithm is proposed to improve the segmentation pictorial 
effects and competence of traditional FCM [11]. 
 
3. Background of Preprocessing and Clustering Algorithm: 

 
3.1 Removal of Stop word 
The dataset must be Pre-processing as ended to eliminate the break words and stem words which are 
measured in the fewer significant to increase value and efficacy of facts. Several cast-off verses in English 
are unusable in Information Retrieval (IR) and writing mining [4]. These words are named as 'Stop words'. 
Stop-words, which are linguistic-exact useful verses, are common verses that bring not at all evidence (i.e., 
pronouns, prepositions, conjunctions). Samples of these words contain 'the', 'of’,’ and', 'to', etc. These break 
words are acquire kept in the record. Dataset is overloaded in to alternative record. Now stop words in 
dataset is impassive by relating with the stop word record [5]. 
 
3.2  Stems 
This algorithm used in order to decrease every verses with its similar stem to a public method, in the 
information-retrieval it’s suitable to use stems in numerous parts of the work. Scientists in numerous parts 
of computational linguistics and information retrieval discover the wanted step, then aimed to change 
details. In mechanical morphological examination, the origin of a term might be of fewer direct attention 
than his suffixes. The method to stems occupied now comprises a dual point stemming scheme. The initial 
stage is the stemming process correct, regains the trunk of a term by eliminating the long-lasting likely 
finale that competitions unique on a slant stowed in the workstation. The second stage holder’s equal’s  
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term with unequal list," typically examples is a "similar" stem differs somewhat in meaning giving to the 
suffixes initially trailed it [6].  
 
 3.3 Vector Space Model  
The vector space model is the method which all documents required to be clustering must be represented 
to this model, and can be identify it as the common model which represents a set of documents as vectors 
in a common vector space. In the classic method, the documents di is measured as vector, di, in the word-
universe (regular of “verses”). In its humblest method, separately document is denoted through the (TF) 
vector, dtf = (tf1, tf2… tfn), wherever tfi is the occurrence of the ith term in the document. 
 

tfi = ୒୳୫ୠୣ୰ ୭୤ ୲୧୫ୣୱ ୲ୣ୰୫ୱ ୘ ୟ୮୮ୣୟ୰ୱ ୧୬ ୟ ୢ୭ୡ୳୫ୣ୬୲୲୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୲ୣ୰୫ୱ ୧୬ ୲୦ୣ ୢ୭ୡ୳୫ୣ୬୲  …. (1) 
 

  In calculation, the usage of this perfect that masses individually word constructed on its opposite 
document Occurrence (IDF) in the document collection. 
  

IDF = logୣ ୲୭୲ୟ୪ ୒୭.୭୤ ୢ୭ୡ୳୫ୣ୬୲୒୭.୭୤ ୢ୭ୡ୳୫ୣ୬୲ ୵୧୲୦ ୲ୣ୰୫ ୘ ୟ୮୮ୣୟ୰ ୧୬ ୧୲ … . . (2) . 

 
 tfi (term frequency) that quantity in what way repeatedly a word seems in a document, IDF (Inverse 
Document Frequency) that quantity in what way significant a word is. TF-IDF= tfi *IDF [7]. 
  
3.4 Clustering 
A group (cluster) is clear by way of a subgroup of data items of the dataset that have its place collected. 
The outcome of a fuzzy gathering process is a fuzzy separating of datasets. 
Clustering is a manner of separating a regular of informations (or items) obsessed by a usual of significant 
substitute-classes, termed clusters. Clustering assistances worker to recognize the normal combination or 
assembly in a dataset. It castoff also by way of a stance-only instrument to grow vision into data delivery 
otherwise as a pre-processing stage aimed at additional procedures. A respectable clustering technique 
resolve food tall excellence clusters now that the intra-class resemblance is great. And the inter-class 
resemblance is little. The excellence of a clustering outcome too be contingent on together the resemblance 
quantity cast-off via the technique and its application [8].  
 
4. Proposed Work 
The proposed algorithm uses the techniques for Document Clustering to facilitate the large datasets analysts 
to do their work efficiently. The flowchart of the algorithm described here with the following steps of the 
proposed techniques: 



Journal Of Education For Pure Science- University Of Thi-Qar 
Vol.9, No.1 (March 2019) 

Website: jceps.utq.edu.iq                                                                                                      Email: jceps@eps.utq.edu.iq 

   4 

 
4.1 Data Collection 
The first main part of the proposed algorithm is assembles Reuters 21578 datasets which is available as 
training document set and testing documents set for text mining. The header were categorized automatically 
by Reuter’s workers. Labels fit in to 5 dissimilar group classes, such as 'people', 'places' and 'topics'. The 
total number of classes is 672, nonetheless several of them happen lone very seldom. Some documents fit 
to several unlike classes, others to single one, and some have no class. But here need several hard work to 
fresh the store of such datasets, and increase it for usage in precise research. The current folder of these 
datasets is divided in 22 files of 1000 documents delimited by SGML tags, and from these files the 
documents dropped into 9603 training documents and 3299 testing documents and 8676 unused documents, 
it takes about 27 MB. 

      The categories in this dataset come from five classes:  
 Exchanges: financial exchanges, e.g., "nasdaq"  
 Organizations: named entities of organizations, e.g., "GE"  
 People: named entities of people, e.g. "Paul Volcker"  
 Places: named entities of places, e.g., "Australia"  

Preprocessing 

Segmentation 

Feature Extraction 

Initial documents 
prototype 

FCM algorithm (2)  

FCM algorithm (1) 

Figure 1: Block diagram for the proposed algorithm 

Dataset 
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Label Entity name 
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 Topics: economic subject categories, e.g., "coconut", "gold", "money supply" 

4.2 Preprocessing  
The second main part of the proposed system is preprocessing part. To provide the proposed system with 
only the required data, so it’s necessary to clean text documents by the pre-processing step of the proposed 
algorithm. The pre-processing step used in our proposed algorithm is described below with figure (2): 
 

1) Removal of Stop Words  
The proposed algorithm preserved a stop word dictionary having all possible stop words.  By compared the 
words of the documents text with in the words store in stop word dictionary if found remove it.  As well as 
the proposed system use the stop word creation methods moved by Zipf‟s law, including: delete the word 
that shows in the input text once (occur once), i.e. singleton words (TF1). And consider removing words 
with low (TF-IDF) value by first remove stop words from word vector using stop words list. 
2) Stemming  
The proposed system use porter stemming algorithm with enhancement on its rules, at each step, a certain 
suffix is deleted by uses of set rules.  These rules are substitution rule which is applied when a set of 
conditions match to this rule so to reduce number of words, to have exactly matching stems, and to save 
memory space and time.  The proposed system used Porters algorithm and table look up approach by having 
two dictionaries, one for various irregular English words, and another for various suffixes. To applied the 
following:  Root = past simple or past participle. 
 Suffixed = root + suffix. 
3) Create tf-idf  
The documents denoted to it with (di) was measured as vector, di in the word space (list of terms), in its 
modest method, individually document is embodied via the TF vector, 𝑑௧௙  = {𝑡𝑓ଵ ,  𝑡𝑓ଶ  , … … , 𝑡𝑓௡ }, 
Where 𝑡𝑓௜  is the occurrence term i in the document.  
 𝑡𝑓௜ = ୒୳୫ୠୣ୰ ୭୤ ୲୧୫ୣୱ ୲ୣ୰୫ୱ ୍ ୟ୮୮ୣୟ୰ୱ ୧୬ ୟ ୢ୭ୡ୳୫ୣ୬୲୲୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୲ୣ୰୫ୱ ୧୬ ୲୦ୣ ୢ୭ୡ୳୫ୣ୬୲ … (1) 

Start 

Documents 

Word extraction  

Remove stop words   

Stemming   

Create TF-IDF matrix  

Figure 2: Preprocessing process 
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  Furthermore, in this model the terms are encumbrances founded on its inverse document Frequency (IDF) 
in the document gathering. 
 

IDF = logୣ ୲୭୲ୟ୪ ୒୭.୭୤ ୢ୭ୡ୳୫ୣ୬୲୒୭.୭୤ ୢ୭ୡ୳୫ୣ୬୲ ୵୧୲୦ ୲ୣ୰୫ ୘ ୟ୮୮ୣୟ୰ ୧୬ ୧୲ … . (2) . 

 
 𝑡𝑓௜  quantity in what way a term looks in a document, IDF quantity in what way significant a term is. TF-
IDF=𝑡𝑓௜ *IDF, in table 1 show the frequency of each terms in datasets and TF value with IDF value. 
 
 

Terms TF value  IDF value TF-IDF value 
week 0.0108 4.3027 0.0464 
behia 0.0144 8.0163 0.1153 
cocoa 0.0216 7.3232 0.1581 
come 0.0072 6.9177 0.0498 

tempora 0.0072 8.0163 0.0577 
have 0.0072 3.7536 0.0270 

commissaria 0.0180 8.0163 0.1442 
said 0.0180 1.7174 0.0309 

period 0.0072 5.9369 0.0427 
year 0.0072 2.9226 0.0210 

arrive 0.0072 8.0163 0.0577 
februari 0.0108 4.8383 0.0522 

bag 0.0180 6.9177 0.1244 
kilo 0.0072 6.9177 0.0498 
total 0.0108 4.7582 0.0513 

against 0.0108 5.1831 0.0559 
consign 0.0072 8.0163 0.0577 

still 0.0108 6.4069 0.0691 
crop 0.0180 6.6300 0.1192 

export 0.0072 4.3528 0.0313 
dlr 0.0504 2.5191 0.1269 
port 0.0108 6.4069 0.0691 
open 0.0072 6.2246 0.0448 
north 0.0476 6.6300 0.3157 
texa 0.0588 6.4069 0.3769 

 
 
  

Table 1: Sample of terms with TF-IDF value 
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4.3 Clustering  
The third main part of the proposed algorithm is clustering the set of document using FCM algorithm. 
Figure 3 shows the General layout of FCM-Document clustering. 
 

 
The extraction feature set can be used by the FCM to define the prototype of each cluster, i.e., C= {C1, 
C2,…. Cn}.  The proposed FCM contains of dual stages: training stage and testing stage. the training stage 
objective is to adjust value of prototype vectors according to a set di= {d1, d2, …,  dn} of training documents 
each document corresponding its feature vectors (set of terms in each document approximately 1677 terms 
(features)), while the goal of the testing stage is to cluster the incoming documents into requirement clusters 
based on the prototype vectors produced from the training stage.  
 
4.3.1 Training stage  
The training stage objective is to construct initial document cluster center, and the number of clusters are 
determine by the user.  The value of cluster number must be greater than 2 and less than 6. The main steps 
of the training stage are presented in algorithm (1), firstly, the p random document prototype vectors are 
selects to represent the initial centers for the training document datasets this datasets constructed on the 
two datasets DT1 and DT2 using the DT1 in the training stage to constructed the initial document centers 
because Fuzzy c mean relies on the initial cluster centers and on initial membership degrees of all document 
in DT1 to projected clusters. 
  

 

Feature sets (set of terms) of 
training documents 

Feature extraction based on 
create TF-IDF matrix  

Training stage (FCM) 

Prototype 
vector of 

document 
cluster 
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Documents Dataset for 
training 

Documents Dataset for 
testing 
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create TF-IDF matrix  
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testing documents 

Membership 
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Figure 3: General layout of FCM-Document clustering 
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Algorithm 1: Proposal Training stage of FCM 
Input:  

 Documents datasets to be clustering. 
 Number of clusters. 
 Fuzziness parameter. 
 Initialize randomly document prototype vectors. 
 Set iteration number, IT=1. 
 Maximum iteration, maxi. 

Output: 
 Document prototype vectors for document clusters (Ci). 
 Membership matrix. 

 
 Step 1: Document datasets extraction and preprocessing, submit the proposed system to extract 
the document from datasets , tokenization the document , remove the stopwords and unwanted 
words, stemming the words and stored the pre-processed n-document as Di , where i= 1,2,3…. N. 
Step 2: Creation of document-term matrix and finding TF-IDF matrix of Di :- where T(terms) 
are created by counting the number of occurrences of each word produce by pre-processing step 
in each document , each column ti show terms occurrence in each document Di. Then finding out 
the TF*IDF of Di for each terms belong to it TF=୒୳୫ୠୣ୰ ୭୤ ୲୧୫ୣୱ ୲ୣ୰୫ୱ ୘ ୟ୮୮ୣୟ୰ୱ ୧୬ ୟ ୢ୭ୡ୳୫ୣ୬୲୲୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୲ୣ୰୫ୱ ୧୬ ୲୦ୣ ୢ୭ୡ୳୫ୣ୬୲  , and 

IDF= logୣ ୲୭୲ୟ୪ ୒୭.୭୤ ୢ ୭ୡ୳୫ୣ୬୲୒୭.୭୤ ୢ୭ୡ୳୫ୣ୬୲ ୵୧୲୦ ୲ୣ୰୫ ୘ ୟ୮୮ୣୟ୰ ୧୬ ୧୲ . 
Step 3: Extraction the cluster centroid by the following steps: 

 For the c clusters C1, C2, ....... , Ci ,  and each documents ,d1,d2,….., dk , ci, and cj is 
document prototype vectors, compute cluster membership values  𝑈௜௞ as : 

 
 
 
 
  
 
Which represent the Euclidean distance between document k, and the document prototype vector 
i.  And 
 
  
 
 
Which represent the Euclidean distance between document k, with all document prototype vector 
j where j = {1,2, …. , number of document clusters} 
 
Step 4: update document prototype vectors of the required clusters using: 
 
 

     𝑈௜௞ =  ଵ
∑  ቆ ฮ೏ೖష೎೔ฮቛ೏ೖష೎ೕቛቇ మ೘షభ೎ೕసభ

  …………. (3) 

 Where ‖𝑑௞ − 𝑐௜‖ = ቱቱ ⎣⎢⎢
⎢⎡𝑡𝑓 − 𝑖𝑑𝑓ଵ௞𝑡𝑓 − 𝑖𝑑𝑓ଶ௞𝑡𝑓 − 𝑖𝑑𝑓ଷ௞… … …𝑡𝑓 − 𝑖𝑑𝑓ே௞⎦⎥⎥

⎥⎤ − ⎣⎢⎢⎢
⎡ 𝑐ଵ௜𝑐ଶ௜𝑐ଷ௜… …𝑐ே௜ ⎦⎥⎥⎥

⎤ ቱቱ … (4) 

ฮ𝑑௞ − 𝑐௝ฮ  =  ቱቱ ⎣⎢⎢
⎢⎡𝑡𝑓 − 𝑖𝑑𝑓ଵ௞𝑡𝑓 − 𝑖𝑑𝑓ଶ௞𝑡𝑓 − 𝑖𝑑𝑓ଷ௞… … …𝑡𝑓 − 𝑖𝑑𝑓ே௞⎦⎥⎥

⎥⎤ − ⎣⎢⎢
⎢⎡ 𝑐ଵ௝𝑐ଶ௝𝑐ଷ௝… …𝑐ே௝ ⎦⎥⎥

⎥⎤ ቱቱ  𝑤ℎ𝑒𝑟𝑒 j= {1,2,…. C (number of cluster)}…. (5) 
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. 

Cj =  𝑼𝟏𝒋𝒎  ⎣⎢⎢
⎢⎡𝒕𝒇ି𝒊𝒅𝒇𝟏𝟏𝒕𝒇ି𝒊𝒅𝒇𝟐𝟏𝒕𝒇ି𝒊𝒅𝒇𝟑𝟏……𝒕𝒇ି𝒊𝒅𝒇𝑵𝟏⎦⎥⎥

⎥⎤ ା 𝑼𝟐𝒋𝒎 ⎣⎢⎢
⎢⎡𝒕𝒇ି𝒊𝒅𝒇𝟏𝟐𝒕𝒇ି𝒊𝒅𝒇𝟐𝟐𝒕𝒇ି𝒊𝒅𝒇𝟑𝟐……𝒕𝒇ି𝒊𝒅𝒇𝑵𝟐⎦⎥⎥

⎥⎤  ା⋯…….ା 𝑼𝒏𝒋𝒎 ⎣⎢⎢⎢
⎢⎡𝒕𝒇ି𝒊𝒅𝒇𝟏𝒋𝒕𝒇ି𝒊𝒅𝒇𝟐𝒋𝒕𝒇ି𝒊𝒅𝒇𝟑𝒋……𝒕𝒇ି𝒊𝒅𝒇𝑵𝒋⎦⎥⎥⎥

⎥⎤ 
௎భೕ೘ ା ௎మೕ೘ ା௎యೕ೘ ା⋯……..ା௎೙ೕ೘ … . (7) 

 
Step 5: checking for stopping criteria, if IT ˃ maxi then stop, else increment iteration number, 
and go to step 3. 
End. 
 

 
4.3.2. Testing stage  
The testing stage objective is to cluster the new documents from DT2 dataset depended on the output from 
the training stage which represented by the calculated document centroid from training stage and used it as 
input to testing stage. Algorithm (2) demonstrates the steps of testing stage of Fuzzy c mean to documents 
clustering. 
 

Algorithm 1: Proposal Testing of FCM 
 
 Input:  

 Documents datasets DT2 to be clustering. 
 Number of clusters. 
 Fuzziness parameter. 
 Document prototype vectors from training stage. 
 Set iteration number, IT=1. 

 
Output: 

 Document clusters (Ci) and Membership matrix. 
 

    𝐶௝ =  ∑ [௎೔ೕ ]೘ ∗ௗ೔ ೙೔సభ∑ [௎೔ೕ ]೘   ೙೔సభ….(6) 

     j (number of document clusters) = 1…... c. 

     i (number of document vectors) = 1…n. 𝑈௜௝ = The degree of membership document i in the cluster j. 
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 Step 1:  
 for the document cluster centroid C1,C2, ….., Ci from training stage and each 

input document d1,d2,….., dk,   compute cluster membership values  𝑈௜௞ as : 
 
 

 
Which represent the Euclidean distance between document k, and the document 
prototype vector i.  And 

 
Which represent the Euclidean distance between document k, with all document 
prototype vector j where j = {1,2, …. , number of document clusters} 
Step 2: update document prototype vectors of the required clusters using: 

  

Cj =  𝑼𝟏𝒋𝒎  ⎣⎢⎢
⎢⎡𝒕𝒇ି𝒊𝒅𝒇𝟏𝟏𝒕𝒇ି𝒊𝒅𝒇𝟐𝟏𝒕𝒇ି𝒊𝒅𝒇𝟑𝟏……𝒕𝒇ି𝒊𝒅𝒇𝑵𝟏⎦⎥⎥

⎥⎤ ା 𝑼𝟐𝒋𝒎 ⎣⎢⎢
⎢⎡𝒕𝒇ି𝒊𝒅𝒇𝟏𝟐𝒕𝒇ି𝒊𝒅𝒇𝟐𝟐𝒕𝒇ି𝒊𝒅𝒇𝟑𝟐……𝒕𝒇ି𝒊𝒅𝒇𝑵𝟐⎦⎥⎥

⎥⎤  ା⋯…….ା 𝑼𝒏𝒋 𝒎 ⎣⎢⎢
⎢⎢⎡𝒕𝒇ି𝒊𝒅𝒇𝟏𝒋𝒕𝒇ି𝒊𝒅𝒇𝟐𝒋𝒕𝒇ି𝒊𝒅𝒇𝟑𝒋……𝒕𝒇ି𝒊𝒅𝒇𝑵𝒋 ⎦⎥⎥

⎥⎥⎤ 
௎భೕ೘ ା ௎మೕ೘ ା௎యೕ೘ ା⋯……..ା௎೙ೕ೘ … . (12) 

 
Step 3: Assign label C1,C2, ………, Cj to the tested document di, i= 1,2, …. n. 

Dj = ⎩⎨
⎧ 𝑐ଵ 𝑖𝑓 𝑈ଵ௝ ˃ 𝑈௡௝𝑐ଶ 𝑖𝑓 𝑈ଶ௝ ˃ 𝑈௡௝… … …𝑐௡ 𝑖𝑓 𝑈௡௝ ˃ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

End. 
 
 
  

     𝑈௜௞ =  ଵ
∑  ቆ ฮ೏ೖష೎೔ฮቛ೏ೖష೎ೕቛቇ మ೘షభ೎ೕసభ

  …………. (8) 

 Where ‖𝑑௞ − 𝑐௜‖ = ቱቱ ⎣⎢⎢
⎢⎡𝑡𝑓 − 𝑖𝑑𝑓ଵ௞𝑡𝑓 − 𝑖𝑑𝑓ଶ௞𝑡𝑓 − 𝑖𝑑𝑓ଷ௞… … …𝑡𝑓 − 𝑖𝑑𝑓ே௞⎦⎥⎥

⎥⎤ − ⎣⎢⎢⎢
⎡ 𝑐ଵ௜𝑐ଶ௜𝑐ଷ௜… …𝑐ே௜ ⎦⎥⎥⎥

⎤ ቱቱ … (9) 

ฮ𝑑௞ − 𝑐௝ฮ  =  ቱቱ ⎣⎢⎢
⎢⎡𝑡𝑓 − 𝑖𝑑𝑓ଵ௞𝑡𝑓 − 𝑖𝑑𝑓ଶ௞𝑡𝑓 − 𝑖𝑑𝑓ଷ௞… … …𝑡𝑓 − 𝑖𝑑𝑓ே௞⎦⎥⎥

⎥⎤ − ⎣⎢⎢
⎢⎡ 𝑐ଵ௝𝑐ଶ௝𝑐ଷ௝… …𝑐ே௝ ⎦⎥⎥

⎥⎤ ቱቱ  𝑤ℎ𝑒𝑟𝑒 j= {1,2,…. C (number of cluster)}…. (10) 

    𝐶௝ =  ∑ [௎೔ೕ ]೘ ∗ௗ೔ ೙೔సభ∑ [௎೔ೕ ]೘   ೙೔సభ….(11) 

j (number of document clusters) = 1…... c. 

i (number of document vectors) = 1…n. 𝑈௜௝ = The degree of membership document i in the cluster j. 
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5. Experimental Results 
      The proposed system used the Reuters 21578 datasets for fuzzy clustering tests with number of 
documents selected for clustering are 1000 documents, actual number of classes 40. Table 3 shows the 
setting for the proposed system experiment. The output of the proposed system is a quantity of N clusters 
and for individually document vector a set of numbers that denote to the mark of membership in each 
cluster. And the proposed system initiates its work by the pre-processing step and its time takings for cluster 
different documents from the Reuters 21578 is looks better, to calculate the processing time of clustering 
these document, the results shown in a given table (table 2). 
 

Table 3: Setting for Experiment 

Fuzzy C 
Mean 

parameters 

Number of clusters Set Randomly 
Fuzzier Set Randomly 

Distance used Euclidean distance 
Initial setting of membership 

weights 
Randomly 

Stopping criteria Stopping criteria˂ .005 
 
Table 4 existing the external measures prices by diverse C and the threshold stop value (α) on the subset 
TD1 for the two models documents features analysis (TF-IDF matrix) and Named entity + documents 
features analysis, designed for apiece rate of C present is a best value of α giving the best clustering quality. 
 
5.1.Purity 
Purity is a measure for the degree at which each cluster contains single class label. To compute purity, for 
each cluster j, the number of occurrences for each class i are computed and select the maximum occurrence 
( 𝑚𝑎𝑥௜௝ ), the purity is thus the summation of all maximum occurrences (𝑚𝑎𝑥௜௝  ) divided by the total 
number of documents n. 
 𝐩 = 𝟏𝐧 ෍ 𝐦𝐚𝐱𝐢𝐣𝐜

𝐣 … … … (𝟏𝟑) 

 

Table 2 
Number of 
document 
(samples)  

Time (second) 
Pre-

processing 
Clustering  total 

10 14.45 1.523 15.973 
25 25.45 3.456 28.90 

50 40.134 6.854 46.988 

100 48.63 12.62 61.25 



Journal Of Education For Pure Science- University Of Thi-Qar 
Vol.9, No.1 (March 2019) 

Website: jceps.utq.edu.iq                                                                                                      Email: jceps@eps.utq.edu.iq 

   12 

Table 4: The Purity measures with varied C and α on subset TD1 for 
Named entity + documents features analysis 

Purity α= 0.1 α= 0.2 α = 0.3 α =0.4 

C= 2 ( with single class 
label) 

78300 105 566 42.4 

C=3 ( with single class 
label) 

166.9 6514 1464 726 

C=4 ( with single class 
label) 

169.8 76.6 3037 807 

C=5 ( with single class 
label) 

168.5 93.4 38.3 234 

 
Table 5: The Purity measures through diverse C and α on subset TD1 for 

documents features analysis only 

Purity α= 0.1 α= 0.2 α = 0.3 α =0.4 
C= 2 ( with single class 

label) 
34300 99 333 26.1 

C=3 ( with single class 
label) 

122.9 3514 1022 390 

C=4 ( with single class 
label) 

125.8 33.6 1032 432 

C=5 ( with single class 
label) 

124.5 53.4 13.6 182 

 
6. Conclusions 
The proposed method applied firstly on the outmoded fuzzy clustering algorithm participate it into Reuters 
21578 datasets, related with progress the fuzzy c mean in stretch of the choice of original cluster centers. 
Then it is generous the greatest marks for evaluation measures Purity which it additional significant to 
justice legitimacy of document clusters. The results show that using fuzzy c mean algorithm as clustering 
techniques for text documents clustering achieves good performance with an average categorization 
accuracy of 90%. 
 In the future research, the proposed method can improve the performance of the FCM in the field of another 
dataset from other aspects. 
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