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Abstract 
Proposed work aim to build a proposed Gain Association Rules -Based Network Intrusion 

Detection System (GARNIDS). GARNIDS trend to enhance traditional NIDS through using 

three of data mining algorithms; these are: Gain which is measure the entropy for each feature to 

detect it is Domination Degree (DD) for each attack, then feeding these features with their DD to 

a proposed Gain Association Rule (GAR) algorithm that to rank the features according to two 

parameters (frequency and DD). Finally customize K Nearest Neighbor (KNN) as misuse 

classifier (detect the intrusions and specify their types) the proposal assume the k equal to 3.  

Many experimental works are conducted to evaluate the proposal over the KDD'99 dataset 

and show the efficiency of KNN through registering 86% of accuracy with all features, 90% of 

accuracy with 25 top features and the accuracy was 98% with 8 top features. Also the Detection 

Rate (DR) and False Alarm Rates (FAR) are both measured with those three cases and still KNN 

with the top 8 features is the higher in DR and lower in FAR. Finally when try the proposal in 

real-time with tcpdump the third case register higher accuracy (93%). 
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 الخلاصة
 (GARNIDS) . انًرشاتطح نهقٕاػذ ػهى انكسة انًسرُذ انرسهم نكشف شثكح َظاو نثُاء ٌٓذف انًقرشح انؼًم

GARNIDS   نرؼضٌضذٕجّ انُظاو NIDS انثٍاَاخ؛ ػٍ انرُقٍة خٕاسصيٍاخ يٍ ثلاثح اسرخذاو خلال يٍ انرقهٍذٌح ًْٔ :

 DD يغ انخصائص ْزِ ذغزٌح ثى ْجٕو، نكم (DD) نٓا انًٍُٓح دسجح ػٍ نهكشف خاصٍح نكم انكسة قٍاط ْٕ انزي انشتخ

 ٔأخٍشا انركشاس ٔدسجح انًٍُٓح(.) نًؼهًرٍٍ ٔفقا انخصائص نرشذٍة انًؼرًذج ػهى انكسة انقٕاػذ انًرشاتطح نخٕاسصيٍح

 اقرشح( إَٔاػٓا ٔذذذٌذ الاخرشاقاخ كشف) كًصُف يٍ َٕع اساءج الاسرخذاو اسرخذايد ،(KNN) جاس أقشب خٕاسصيٍح

  .3 انُظاو ػذد انجٍشاٌ ٌسأي

 خلال يٍ KNN كفاءج ٔاظٓش KDD'99 انثٍاَاخ يجًٕػح ػهى الاقرشاح نرقٍٍى انرجشٌثٍح الأػًال يٍ ذى اجشاء انؼذٌذ

. خصائص 6 أْى يغ٪ 06 ذقحان دٔكاَ يٍ انخصائص 52 أْى يغ انذقح يٍ٪ 09 انخصائص، كافح يغ انذقح يٍ٪ 68 ذسجٍم

 أْى يغ KNN ذضال ٔلا انثلاز، انذالاخ يغ ذى قٍاسّ كلاًْا (FAR) كارتحان َزاسالإ ٔيؼذلاخ (DR) الاكرشاف يؼذل أٌضا

ٔذى  TCPDUMP تٕاسطح انذقٍقً تانٕقد ذُفٍز انُظاو الاقرشاح دأل أخٍشا FAR.  ٔأقم DR  أػهى ًْ خصائص 6

 %.03 انذقح يٍ قذس أػهى سجهد انثانثح يلادظح اٌ انذانح

 
 

1. General Introduction 

The detection of intrusion (intrusion attempts) operates with records and information supplied by 

network system. ID is most critical content of environment of security technology. DM-based ID 

techniques generally fall into two main categories: misuse detection and anomaly detection. In misuse 

detection systems, use patterns of well-known attacks to match and identify known intrusion. Anomaly 

detection, on the other hand, builds models of normal behavior, and flags observed activities that deviate 

significantly from the established normal usage profiles as anomalies, that is, possible intrusions [1, 2, 3, 

and 4].   

The selection of features is the important stage in constructing intrusion detection systems. Through 

this stage, the collection features can be consider the most essential features to build proper detection 

mechanism. The main difficulty that most scientists face, is selecting the proper group of attributes, 

because of whole attributes are not pertinent to the learning algorithm, but in most instances, unrelated 

and repeated attributes have the ability to generate noisy information that divert the learning algorithm 

[5, 6, and 7].  Information gain (IG) measures the amount of information in bits about the class 
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prediction, if the only information available is the presence of a feature and the corresponding class 

distribution [7, 8, and 9]. 

Frequent itemset mining leads to the discovery of associations and correlations among items in 

large transactional or relational datasets. With massive amounts of data continuously being collected 

and stored, many industries are becoming interested in mining such patterns from their DBs. The 

discovery of interesting correlation relationships among huge amounts of business transaction records 

can help in many business decision-making processes, such as catalog design, cross-marketing, and 

customer shopping behavior analysis [10, 11].  

A technique that classifies each record in a dataset based on a combination of the classes of the k 

record(s), sometimes called the k-nearest neighbor technique. It is a simple algorithm that stores all 

available cases and classifies new cases based on a similarity measure (e.g., distance functions) [12].      

 

2. Proposal of GARNIDS   

 Security still the important field in all e-business over the internet, that since web sites have 

sensitive data and intruder still penetrate them. So a solutions must be taken to overcome these 

threats, IDS is the best solution to do that by build a learning system trained on previous registered 

normal and intrusions sessions. The proposal aim to enhance the NIDS; that by suggest GARNIDS 

which use KNN as a misuse classifier and GAR as a proposed features extraction depending on gain 

and frequency of features. The GARNIDS algorithm will be explained in the following sequential 

stages see algorithm (1). 

 

Algorithm (1) GARNIDS 

Input: KDD'99 for learning (training and testing) and tcpdump for real-time implementation 

Output: Rules for detecting the intrusions 

Steps: 

1. Use KDD'99 dataset for training and testing; normalize these dataset to range their features' 

values from 0 to 1 to avoid the bias in learning.  

2. Proposing GAR algorithm; which has the following steps, see algorithm (2); 

 For each feature in dataset calculate the gain to detect the DD for the feature with the all types of 

intrusions and normal. DD is measured depending on the entropy. 

 AR mining algorithm modified to evaluate the association rules by the frequency and DD, so the 

generated association rules have two parameters not just the frequency but also the DD. So the 

confidence will be calculated according to these two parameters. 

 The results of proposed GAR will extract the high domination features in two dimensions 

(frequency and entropy). 

3. Train and test the KNN misuse classifier, see algorithm (3), for three cases these are; all 

features, top 25 features and top 8 features. 

4. Evaluate these three cases of KNN classifier to depend the most precision one depending on 

rates of detection, accuracy and false alarms.   

5. Validate the three cases in real-time environment using tcpdump to verify the results of testing 

and measure the time spent for detection. 

6. End. 

 

2.1 GAR Algorithm 

 This section will explain the proposed algorithm which hybrid the gain with association 

rules to extract the correlated critical feature for dataset. 
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Algorithm (2) GAR 

Input: Normalized KDD'99 dataset 

Output: Correlated features extracted by GAR. 

Steps: 

1. Give all items (features) their DD; the DD of features will be taken by its correlation to the 

classes of KDD'99; this correlation will be measured by Gain.  
 

Gain (Feature i) = Info (KDD'99) – Info (KDD'99 (Feature i)) ……….. (1) 

 

Info (KDD'99) = - ∑              
 

   
                     …………………   (2) 

 

Where m= number of classes in the KDD'99 dataset, Pi = probability of appearance the specified 

class' session from all number of sessions in KDD'99. 

 

Info (Dataset (Feature i)) = ∑
|        |

|       |
 
            ………………… (3) 

 

Where n= number of feature' values in the KDD'99 dataset, dataset = KDD'99, dataset j = dataset 

with the specified feature' value.  

 

2. Detect minimum support =50% and minimum confidence = 100%. 

3. Find the frequent value of each feature, start with single features, determine the most frequent 

among them and specify two parameters for each feature (DD and frequency). Eliminate the 

features their frequency less than 50%, unless their DD more than 80%.   

4. While all single features are registered with the two parameters create feature-sets which consist 

of multi features and determine the frequent feature-sets and specify two parameters for each 

feature-set (DD and frequency).  

5. Generate association rules for all single features and feature-set with two parameters (DD and 

frequency). The confidence has two values; first is the Traditional-Confidence calculated from 

the support of features and the second is DD-Confidence which calculated as in traditional. 

Finally average Traditional-Confidence and DD-Confidence values to calculate the Final-

Confidence.  

 

Traditional-Confidence = (      
             

           
 ……………. (4) 

DD-Confidence = (      
        

      
 ……………………. (5) 

Final-Confidence =  
                                         

 
 ………….. (6) 

 

6. The last step is to select the higher Final-Confidence values to extract the most correlated feature-

sets to detect them as critical correlated features. 

7. End 

 

2.2 KNN Classifier Algorithm 

This section will explain the proposed algorithm of KNN classifier which will trained and tested 

over KDD'99 in three cases (all features, 25 top features and 8 top features)  to standardize the 

most accurate model. 

  

Algorithm (3) proposed-KNN Classifier   

Input: KDD'99 with three cases of features (all, 25 and 8). 

Output: Optimal KNN (classifier model). 
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Steps:  

For I = 1 to 3 (try to repeat the classifier 3 times according the available 3 cases) 

1. From the training datasets (according case) scan the sessions   

2. Initialize K=3 ( in the proposal) 

3. All of features must be normalized so that, the values range from 0 to 1 (for more accuracy since 

the values are variants). This done using  

 X=X/ (1+X)                                   …….. (7). 

4. Do the reverse reduction of overall sessions according the k=3. 

5. Testing; will begin by take all sessions from the testing datasets (according the case). Then Find 

KNN in the training datasets based on similarity functions, in the proposal Euclidian distance 

                       √∑                        
     …………….. (8) 

Where n no. of features and will be variable according the case (41, 25 and 8). 

6. Detect the class prediction done by detect the maximum class introduces in the KNN.  

7. Set the KNN as the classifier model to classify testing dataset of both modern KDD and CWDS. 

End For 

End 

3. Experimental Work and Results 

 

This section will explain the experimental work and results of GARNIDS, with KDD'99 the number 

of features is 41 features and types of sessions is 5 as a general classes. Table (1) displays the 

number of training and testing samples of modern dataset. 

 

 

 

   

Table (1) Number of samples for training and testing 
Connection Types Training   Testing  

Normal 95,000 20,000 

Denial of Services 85,000 40,000 

Remote to User 103,000 20,000 

User to Root 57,000 20,000 

Probing 70,000 30,000 

Total Number 410,000 130,000 

 

According the three cases of learning will explain the results of proposal, so first of all must explain 

the results of the GAR algorithm. To explain the results in details will show all features and GAR 

features in KDD'99, see table (2). 
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Table (2) DD using Gain on KDD'99 Features 
No. of 

Features 

Original Sequence of Feature Features according GAR (25) Features according GAR (8) 

1.  Duration  Service Service 

2.  Protocol_Type  Duration  Duration 

3.  Service  Land Land 

4.  Src_Bytes Urgent Urgent 

5.  Dst_Bytes num_failed_logins num_failed_logins 

6.  Flag  Flag Flag 

7.  Land  num_root num_root 

8.  Wrong_Fragment  num_file_creations num_file_creations 

9.  Urgent  num_shells  

10.  (hot) num_outbound_cmds  

11.  (num_failed_logins) is_hot_login  

12.  (logged_in) srv_diff_host_rate  

13.  (num_compromised) dst_host_count  

14.  (root_shell) dst_host_srv_count  

15.  (su_attempted) dst_host_same_srv_rate  

16.  (num_root) dst_host_diff_srv_rate  

17.  (num_file_creations) dst_host_same_src_port_rate  

18.  (num_shells) dst_host_serror_rate  

19.  (num_access_files) dst_host_rerror_rate  

20.  (num_outbound_cmds) Protocol_type   

21.  (is_hot_login) count, srv_count  

22.  (is_guest_login) root_shell  

23.  (count) same_srv_rate  

24.  (serror_rate) Src_Bytes  

25.  (rerror_rate) Dst_Bytes  

26.  (same_srv_rate)   

27.  (diff_srv_rate)   

28.  (srv_count)   

29.  (SRV_serror_rate)   

30.  (SRV_rerror_rate)   

31.  (SRV_diff_host_rate)   

32.  (DST_host_count)   

33.  (DST_host_srv_count)   

34.  (DST_host_same_srv_rate)   

35.  (DST_host_diff_srv_rate)   

36.  (DST_host_same_src_port_rate)   

37.  (DST_host_srv_diff_host_rate)   

38.  (DST_host_serror_rate)   

39.  (DST_host_srv_serror_rate)   

40.  (DST_host_rerror_rate)   

41.  DST_host_srv_rerror_rate   
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The experiments with the testing session (130,000 sessions), as listed in table (1), introduce that the 

subsets of features extracted by GAR are the higher detection rate, higher accuracy and minimum 

false alarms, see table (3).  

The DR computed by; 

DR = TP/ (TP+FN)*100         (9) 

False Alarm Rate (FAR) calculated by; 

FAR = FP/ (TN+FP) *100              (10) 

The classification accuracy measures the proportion of correctly classified cases; 

 

                        Accuracy= (TP+TN) / (TP+FP+ TN+ FN) *100                              (11) 

 

Table (3) Results of testing the proposal KNN with three cases 

Classifier Feature 
TP 

(intrusion) 

TN 

(normal) 

FP (F-

intrusion) 

FN (F-

normal) 

DR FAR Accuracy 

KNN 

41 

features 
95000 15000 5000 15000 0.863 0.25 

0.846 

(85%) 

25 

features 
100000 17000 3000 10000 0.909 0.15 

0.900 

(90%) 

8 

features 
108000 19000 1000 2000 0.981 0.05 

0.976 

(98%) 

 

From table (3), will see higher accuracy, higher detection rate and less alarms are with the subset of 

8 features. By using tcpdump in real-time to validate the proposal of KNN with the subset of 8 

features for 200,000 sessions with 50,000 normal and 150,000 attacks, the results were as in table 

(4) below. 

 

Table (4) Results of testing the proposal KNN with tcpdump 

Classifier Feature 
TP 

(intrusion) 

TN 

(normal) 

FP (F-

intrusion) 

FN (F-

normal) 

DR FAR Accuracy 

KNN 
8 

features 
140000 45000 5000 10000 0.933 0.10 

0.925 

(93%) 

 

4. Conclusion 

From results obtained in implementing the GARNIDS reached to the following conclusions: 

1.  Using KDD'99 as a learning dataset and using tcpdump as a validation and verification tracer 

make the results obtained by testing most reliable, since the validation give very near results of 

testing, see table (3) and table (4). 

2. Using Gain as Domination Degree procedure and hybrid it with AR to modify the traditional 

confidence which depend on frequency only to depend on both frequency and DD give a higher 

correlation for features with each other's and for features and classes. 

3. Using KNN as classifier give a good results in the three cases of features, which proof the 

efficiency of the proposed KNN for intrusion detection system. 
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