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Abstract 

Article History:  In this article, we modeling a set of data which represent the 

temperatures per day in the governorates of Iraq, which were taken 

from the General Authority for Meteorology and Seismic Monitoring 

for the year (2021) under variety statistical models, namely, linear, 

logarithmic, inverse, quadratic, cubic, compound , S, power, Growth , 

exponential, and logistic model  by using classical principle and  fuzzy 

principle by building a fuzzy information system under vary values of 

Alfa-cuts to generate membership values  to the set of Temperatures to 

obtain  a classical set that takes into account the inaccuracy in data 

collection , significance of the models was testing by the probabilistic 

value Sig. to reach to the best model that represents the data of 

Temperatures , we  are compare among them by using mean square 

error (MSE). We are concluded that  the use of the principle of 

fuzziness in the fitting of the models led to an increase in the accuracy 

of these models, and the mean squares error (MSE) for all the models 

that have been fitted is reduced on whether the data are traditional. 

We are also note that the best model in representing the Temperatures 

data with is the is power model to having it  the lowest (MSE) among 

all the models, followed by the, Compound, Exponential Growth 

models at all 𝛼-cut coefficients (0.2, 0.4, 0.7), and that the rest models 

are not suitable for data on the number of Temperatures in Iraq, and 

we also note that the best model that achieved a fit for the data was at 

the 𝛼-cut = 0.7 (MSE= 0.32). We are notice that increase one unit of 

time led to increase temperature with (0.437) degree, That indicate 

after two years, the average daily temperature in Iraq will be (33.45). 
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1. Introduction 
In applied statistics, a model, formula, or collection of formulas or models are created using 

previous information and experiences to give a more accurate and realistic portrayal of an 
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occurrence in the actual world. The goal of the statistician is to produce the most precise 

conclusions and predictions regarding that phenomena. Insofar as it is easy to comprehend and use, 

the statistical model, which is a mathematical representation of a situation in the actual world, aims 

to condense and make sense of the data in order to be as realistic as possible. The researcher's 

objective is frequently to develop a model using data that has been gathered from the real world 

while retaining as much of the original data as possible. Our ability to perceive the world and think 

deeply about it is still limited, and as a result, we find ourselves in the face of uncertainty 

(inaccuracy) everywhere and at all times that results from lack of information. As a result, I believe 

that human knowledge is becoming increasingly important in today's society. Human knowledge is 

gained from our experiences of the world in which we live and the use of our thinking abilities to 

create a mass of information (observations). Fuzzy ideas, like "long," "far more," "little," etc., 

infiltrate our perceptions of the real world because they lack a categorically defined boundary. They 

are both partially true and partially untrue. These are what are known as fuzzy or ambiguous 

concepts (Fuzzy), which the human brain uses but which computers cannot. The more closely a 

person examines a problem in the actual world, the more confused they feel about how to solve it 

(Zadeh, 1973, 28). Fuzzy logic is one of the mathematical tools and contemporary methodologies 

that has proven to be extremely effective at solving issues on a big scale in a variety of application 

areas. As a result, this logic has expanded to touch the majority of contemporary technological 

elements. By assuming that humans do not represent classes of things (such as the class of bald men 

or the class of numbers much greater than 50) as entirely separate but rather as groups in which they 

may have different degrees of affiliation, it is one of the most useful ways of simulating human 

experience in a realistic manner. The fuzzy logic theory, which is a solution to the issue of 

representing approximate information by focusing on deduction through expressions, came to fill 

major gaps in the traditional logic (crisp) when inferring in uncertain and inaccurate circumstances, 

as there are many phenomena dealing with inaccurate and not clearly defined information. 

Linguistically, By providing the degree of belonging (membership) to any element in the set inside 

the real field [0,1], this degree denotes the degree of belonging of the element to the fuzzy subset. In 

this research, we discuss the average daily temperatures in the Iraqi governorates for the year 2021, 

which were obtained from the General Authority for Meteorology and Seismic Monitoring., 

namely, linear, logarithmic, inverse, quadratic, cubic, compound , S, power, Growth , exponential, 

and logistic model  for data that representing the Temperatures in Iraq by using classical principle 

and  fuzzy principle by building a fuzzy information system under vary values of Alfa-cuts to 

generate membership values  to the set of Temperatures to obtain  a classical set that takes into 

account the inaccuracy in data collection.  

2. Statistical Models:[20] 
Response variable (the dependent variable) and independent variable are two different sorts of 

variables that may be included in the statistical model. It is the study's goal variable and the model's 

output that the researcher wishes to analyze. The model may include one, two, or many explanatory 

variables that are measured or chosen by the researcher. They act as the model's inputs and aid in 

illuminating the relationship between changes in the independent variables and the response 

variable, or dependent variable. This is a critical step in the modeling process, and one of the key 

components of a good model is how well it captures the phenomenon that is being studied. Linear 

models and nonlinear models are the two categories into which statistical models fall : 

2.1. Linear models: [4][11]  

A continuous response variable is described by a linear model as a function of one or more 

predictor variables. They can help you comprehend and forecast the behavior of complicated 

systems as well as analyze experimental, financial, and biological data. Utilizing the statistical 

method of linear regression, a linear model is created. A dependent variable y (also known as the 

response) and one or more independent variables Xi are related in the model (called the predictors). 

The Simple Linear Regression model is used when there is only one independent variable, and the 

Multiple Linear Regression model is used when there are two or more independent variables. 
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               (1) 

Or   

                                ;  i=1,2,….., n (2) 

Where b stands for the estimated linear parameters,    is the random error, and we assume that it has 

a normal distribution with a mean of zero and a constant variance. The errors are also independent 

of one another, thus we may mathematically define them as follows: 

  N(0,      ,     (         (3) 

 

 

 

 

 

 

 

 

Figure (1): Liners Model curve  

2.2. Nonlinear Models: [18] 

Nonlinear models are of high importance, despite the scarcity of studies related to them 

compared to linear models, but they have wide applications in applied and natural studies. There are 

some phenomena that are subject to a general nonlinear trend, meaning that the data of these 

phenomena in the first place take different nonlinear forms, unlike the phenomena that take the 

general linear trend. The description of these phenomena is relatively complex using general linear 

trend methods, It necessitates looking for different kinds of curves in order to resolve this issue. 

In statistics, nonlinear regression is a type of regression analysis in which observational data are 

represented by a function that depends on one or more independent variables and is a nonlinear 

combination of the model parameters. In order to fit the data, a method of sequential 

approximations is used. 

The following are some examples of nonlinear models: 

2.2.1. Logarithmic Model: [13] 

For the purpose of predicting y-values that fall inside (interpolate) or outside (extrapolate) the 

plotted values, the logarithmic regression equation, often known as the Ln regression model 

(extrapolate). Regressions using logarithms are frequently used to model environmental data. A 

logarithmic model's general equation is: 

                    (4) 

It is extremely common to logarithmically convert the variables in a regression model when 

there is a non-linear connection between the independent and dependent variables. The linear model 

is maintained even when the effective connection is non-linear by employing the logarithm of one 

or more variables rather than their un-logged form.. By making logarithmic adjustments, a highly 

skewed value can be transformed into one that is more like to normal. (In reality, there is a 

distribution called the log-normal distribution, which is described as having a skewed 

untransformed scale but a regularly distributed logarithm. 
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Figure (2): Logarithmic Model curve 

2.2.2. Inverse Model:  [6] 

Inverse regression's core idea is to restrict the distribution of the input signal. The most 

prevalent presumption that is made is the linear design condition mfor  any        , there exist 

      and        such that, 

  (             )      
        (5) 

It can be shown that the aforementioned condition is satisfied when the repressors are 

elliptically distributed or when the level curves of the relevant probability density function are 

ellipsoids. Li and Wang (2007) present a more in-depth study of the assumption's implications, 

which are not yet fully understood. The basic theorem for first order moment-based inverse 

regression algorithms is now ready to be stated. Should the system be supplied by: 

      (           )              (6) 

 

               (    )                    (7) 

Where the operator   retunes the column space of its argument.  

The repressors are transformed to have a zero mean and an identical covariance matrix in the 

following on the assumption that they are standardized. 

          (    )   (    )  , (8) 

where we've specified        (    )
 

    (7) may now be expressed as: 

                         (9) 

  

 
Figure (3): Inverse Regression Model curve  

2.2.3. Quadratic Model: [9] 

The second-degree quadratic equation curve is also known as the parabolic trend equation 

because it resembles a parabola when it is opened from the top, bottom, right, or left as seen in the 
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figure. The equation's generic formula is: 

           
    (10) 

 

  

 

 

 

 

 

 

 

 

 

 

Figure (4): Quadratic Regression Model curve  

2.2.4. Cubic Model: [16] 

Equation of the third-degree curve (cubic Equation), The equation's general formula is as 

follows: 

            
     

     (11) 

 

 

Figure (5): Cubic Regression Model curve  

2.2.5. Compound Model: [14] 

Where variation only occurs in the Y or X direction, one would minimize the sum of 

squared distances along the vertical or horizontal axis for the OLS on Y and X separately to obtain 

the best regression line for each case. Naturally, one would wish to find a regression line where Y 

and X are equally random. Y 0 1X that will cut down on both directions of fluctuation. As 

shown in Figure (1) below, this may be done by minimizing the weighted average of the squared 

vertical and horizontal distances as follows:  
         

 
     ̂             

 
     ̂      

(12) 
  ∑            

 

 

   

      ∑    
     

    
  

 

   

                

The OLS on Y or X is obtained at the two extreme values of y1 and y0, respectively. The 

regression's least squares estimators may be obtained for each Parameters by solving 
    

   
 

      
    

     
   simultaneously.  

Let              
    ,              

     , and             
           that the generated 

estimators from the compound regression model   ̂   and  ̂  would be content: 
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 ̂          (13) 

 

 ̂  
 

   
         

 

   
                                                                                                    (14) 

 

 

Figure (6): Compound Regression Model curve  

2.2.6. S Model: [12] 

This model can be easily recreated S regression by  using the logistic function as following : 

     
 

          
                                                                                                                           (15) 

Where e is the natural logarithmic base ,     the value of the sigmoid midpoint, the curves 

maximum value, k the steepness of the curve. 

 

 
Figure (7): S-shape Regression Model curve  

 

Figure (8): S-shape Regression Model curve  
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2.2.7. Power Model: [2] 

The power regression model is another non-linear regression model and it is based on the equation: 

     
                                                                                                                                            (16) 

When we take the natural log of both sides of the equation, we get the following equation: 

                                                                                                                                       (17) 

This equation contains a linear regression model's basic structure, and I've included an error 

component, represented by the letter e: 

                                                                                                                                        (18) 

A log-log regression model is one that has the equation ln y = b ln x + δ  . Given that this equation 

is true, we have: 

                           

                                       (      )
 
                                                                         

(19) 

Any such model may therefore be written as a power regression model of type. y = a0    by 

setting a0 =   . 

 

Figure (10): Power Regression Model curve  

2.2.8. Exponential Model: [17]  

For variables that can develop at steady rates over a particular time period, the phenomena 

data can occasionally take the shape of an exponential function. The semi-logarithmic equation is 

used to investigate a situation where the trend increases or decreases by a fixed annual percentage 

and the trend is exponential if the trend of the data is shown as a straight line. This type of equation 

is used to measure trends with constant annual rates of change. The general equation for the 

exponential trend is as follows: 

     
                                                                                                                                            (20) 

where b has to be positive. We have an exponential growth model for b > 1. We have an 

exponential decay model when 0 b 1. 

 

Figure (11): Exponential Regression Model curve 
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2.2.9. Logistic Model: [3] 

When the dependent variable in the regression model is of the descriptive (qualitative) type 

and accepts two values in numerical form (0,1), such as (success 1, failure 0), (recovered from 

disease 1, no cure from disease 0), (access 1, no Access 0), etc., it is referred to as a Binary Logistic 

Regression (BLR) model. In logistic regression, the goal is to determine whether the phenomena 

under study will occur or not rather than to quantify the connection between the independent factors 

(measuring the change produced by the independent variables in the dependent variable). The 

dependent variable must be a binary variable that fits the Bernoulli distribution and take the values 

(1) with probability P (the likelihood that the response will occur) and the value (0) with two 

probability q=1-P. This is the basic concept of logistic regression (the probability of the response 

not occurring). In a linear regression if the independent and dependent variables have continuous 

values, the model that connects the variables is called: 

                                                                                                                                       (21) 

Since Y is a continuous variable represented by a variable, and since the average of Y's observed 

(actual) values is         n   = -   , Hence, equation (19) may be expressed as follows: 

                                                                                                                                       (22) 

As is common knowledge, these models' right-hand sides in regression take values between 

(-) and (+), however when the binary dependent variable takes values between 0 and 1, linear 

regression is inappropriate because                    because the number on the right side 

can only fall between 0 and 1. The model is therefore irrelevant from the perspective of regression. 

To solve this problem, the dependent variable's natural logarithm is input, and because 0 P 1, the 

ratio P/(1-P) is positive between (∞,0). The regression model may be written as, 0 P/(1-P)  ∞ in 

the case of a single independent variable, which is as follows. 

  (
 

   
)                                                                                                                                (23) 

The model looks like this if we have more than one independent variable: 

  (
 

   
)            

 
                                                                                           (24) 

The function (24) may be expressed as follows by taking the inverse of the natural logarithm (Exp) 

of the function.: 

  
 

                  
 
    

                                                                                                                   (25) 

This model is also known as the logistic regression model or the logit model, and the 

transformation is denoted by the symbol ln (P/(1-P)). The logit transformation or the logarithm odds 

ratio are both used in the continuous logistic function, which takes variables. (0,1), where y tends to 

zero as the right side approaches (-∞), and y tends to one as the right side approaches (+), and the 

logistic function is the same when the right side is equal to 1. As a result, the logistic regression 

model is a logarithmic transformation of the linear regression by turning it into a logistic function. 

As a result, it will follow the traits of the logistic distribution, which confines the possibilities to the 

range of (1, 0), hence the name logistic regression. 

 

Figure (12) Logistic Regression Model curve 



6870)-PISSN (1681 2293)-EISSN (2790 (2023); Issue 54 College for Sciences  Rafidain University-Journal of AL 

 

426 
 

2.2.10. Growth Model: [22] 

A statistical technique for examining change over time with longitudinal data is growth 

curve modeling. To examine trends over time and variations in changes over time among 

individuals, data obtained from people at various moments in time are analyzed. Growth curve 

models emphasize both individual differences and individual similarities, as expressed by the 

covariance structure and the mean structure, respectively. The model can also be expanded to 

account for differences in change across time in terms of additional factors. This entry expands on 

the concept of growth curve modeling before talking about unconditional growth curve models and 

their expansions.  

An analysis of a growth curve has two levels. The Level 1 paradigm emphasizes how each 

person's developmental changes (i.e., the variation within individual over time). The model is 

presented: 

Yij= β0j+ β1j  tim  + β1j (time)
2
+…+ βij (time)

n
+ rij                                                                    (26) 

Where rij is the residual in the outcome variable for individual I at Time t, Yij is the repeatedly 

measured outcome variable for individual I at Time t, 0 is the initial status of the outcome variable 

for individual i  is the linear rate of change for individual I 2 and 3 are the quadratic and cubic rates 

of change, respectively. 

 

Figure (13) Growth Regression Model curve 

3. Fuzzy sets:[15][7] 
One of the fundamental tenets of mathematical sciences is the idea of the fuzzy set. The 

conventional set, or the normal concept of a set, is a set in which the elements either belong to it or 

do not; there is an absolute distinction between belonging to it and not; and there are very distinct 

and defined borders for each element that belongs to it. The element cannot be in the group at the 

same time as another person or object.  

Let   a universal set, then the fuzzy subset   ̃  consisting of a membership feature   ̃    
which provide ranges of values        for each and every value of x in the fuzzy sample space X: 

 ̃         ̃                           ̃       (27) 
4. Membership function: [1][10]  
The membership function concept is given the most weight in the theory of fuzzy sets, 

which is used to represent many kinds of fuzzy sets. The map that determines the level of health 

(degree of membership verification) for each element's affiliation with the fuzzy set, or, to put it 

another way, a function that creates values between 0 and 1 to indicate the degree to which each 

element in the entire group belongs to the fuzzy set, A range between zero and one is a necessary 

condition for this function. Its value is non-negative. 

5. Fuzzy Numbers:   
Fuzzy numbers are used to express uncertainty, which commonly takes the shape of 

triangles, trapezoids, or other forms. Uncertainty, which frequently takes the form of triangles, 

trapezoids, or other forms, is described by fuzzy numbers.: 
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1. Normalized and convex 

2. The semi-continuous _a belonging function starts at the top. 

3. The level that is particular to each α  [0,1] 

4. Based on the true number set R 

 

 
Figure (14): the fuzzy number 

5.1. Fuzzy Triangle Number [5][8] 
The triangle formed by the interval [a 1,a 3] and its head at x=a2 is known as a1,a2,a3, and 

may be represented as follows: 

 ̃=(a1/a 2/a 3) 
Additionally, its membership feature is: 

                           
    

     
                                                                                        

  ̃                
    

     
                                                                                                            

                                                        

(28) 

5.2. Trapezoidal Fuzzy Number: [5][8] 
The triangle with its head at [a2,a 3] and the interval [a 1,a 4] is also known as a 1,a 2,a 3,a 3, and 

may be represented as   ̃                
Additionally, its membership feature is: 

 

 

                         
    

     
                        

     ̃                                        

                     
    

     
                         

                                                       

(29) 

6. Fuzzy sample space:[21] 
The fuzzy areas  ̃    ̃        ̃   from                . ie. Is the set of fuzyy sets for X 

with membership functions has Borel Measure, and achieved a orthogonally 

constraint    ̃      ̃     and called fuzzy information system (FIS). 

 

7. Applied side 
The data representing temperatures per day in the governorates of Iraq, which were taken 

from the general authority for meteorology and seismic monitoring for the year (2021), we was 

account the inaccuracy in measurement of data, the principle of fuzziness was used by generating a 
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fuzzy system using Trapezoidal membership function at three �-cut coefficients (0.2 , 0.4, 0.7, 0.9), 

and using eleventh statistical models  namely linear, logarithmic, inverse, quadratic, cube, 

compound, power, S, Growth, exponential, logistic,  The results were as follows: 

Table (1): The Models fitting for traditional data 

Rank Model MSE 

1 Power 2.14 

2 Compound 2.18 

2 Growth 2.18 

2 Exponential 2.18 

2 Logistic 5.18 

3 S 9.22 

4 Cubic 13.19 

5 Quadratic 21.32 

6 Logarithmic 54.17 

7 Liner 66.88 

8 Inverse 80.79 

 n=329, Sig> 0.001 

 
Figure (11): Fitted models curves under traditional data 

Table (2) The Models fitting under �=0.2  

Rank Model MSE 

1 Power 1.34 

2 Compound 1.21 

3 Growth 1.22 

4 Exponential 2.38 

5 Logarithmic 4.11 

6 Logistic 4.78 

7 S 8.58 

8 Cubic 12.5 

9 Quadratic 18.75 

10 Liner 56.77 

11 Inverse 76.44 

                          n=297, Sig> 0.001 

From Table (2) and Figure (11), showed that all models are significant in the fitting of 

temperatures traditional data in Iraq, and the (Power) model is the most suitable for data with least 

mean square error (1.34), followed by (Compound) with MSE(1.21) , Growth(1.22) , 

Exponential(2.38) , Logarithmic (4.11), Logistic (4.78) , S(8.58) , Cubic(12.5) , Quadratic (18.75), 

Linear (56.77) , and finally Inverse (76.44).  
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Figure (12): Fitted Models curves under 𝛼=0.2 
From Table (3) and Figure (12), showed that all models are significant in the fitting of 

temperatures traditional data in Iraq, and the (Power) model is the most suitable for data with least 

mean square error (1.34), followed by (Compound) with MSE(1.21) , Growth(1.22) , 

Exponential(2.38) , Logarithmic (4.11), Logistic (4.78) , S(8.58) , Cubic(12.5) , Quadratic (18.75), 

Linear (56.77) , and finally Inverse (76.44).  

Table (3): The Models fitting under 𝛼=0.4  

Rank Model MSE 

1 Power 0.66 

2 Compound 0.89 

3 Growth 0.98 

4 Exponential 2.12 

5 Logarithmic 3.78 

6 Logistic 3.99 

7 S 7.78 

8 Cubic 11.23 

9 Quadratic 16.44 

10 Liner 44.89 

11 Inverse 66.28 

 n=278, Sig> 0.001   

 

Figure (12): Fitted Models curves under 𝛼=0.4 
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Table (4): The Models fitting under 𝛼=0.7  

Rank Model MSE 

1 Power 0.32 

2 Compound 0.55 

3 Growth 0.67 

4 Exponential 1.55 

5 Logarithmic 2.21 

6 Logistic 2.56 

7 S 5.67 

8 Cubic 8.52 

9 Quadratic 15.78 

10 Liner 35.11 

11 Inverse 55.09 

n=267, Sig> 0.001   

 

 

Figure (14): Fitted Models curves under 𝛼=0.7 

According to these results we will estimate the Power Model with �=0.7 as following: 
Table (5): ANOVA table for Power model 

 Sum of Squares df Mean Square F Sig. 

Regression 47.137 1 47.137 
494.710 0.000 

Residual 25.250 265 0.095 

Total 72.386 266  
 

Table (6): Coefficients table for Power model 

 
Unstandardized Coefficients 

Standardized 

Coefficients t Sig. 

B Std. Error Beta 

Ln(Case Sequence) 0.437 0.020 0.807 22.242 0.000 

(Constant) 2.935 0.271  10.821 0.000 
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Figure (15): Power Model fitting and observes curves  

8. Results & Conclusions  
The tables (1), (2), (3) and (4) showed that significance of all models which used to fitting 

the numbers of data that represent the temperatures per day in the governorates of Iraq, and increase 

the value of the cut in the fuzzy set led to the fewer observations that have a degree of membership 

or equal to the �-cut, and the mean of the squares of error (MSE) for all the models that have been 

fitted is reduced. Under fuzzy sets we also note that the best model in representing the data is the 

Power model, which recorded the lowest (MSE) among all the models, followed by the Compound, 

growth ,exponential models,  and that the rest models  are not suitable for data on the numbers of 

data that represent the temperatures per day in the governorates of Iraq, and we also note that the 

best model that achieved a fit for the data was at the �-cut = 0.7 (MSE= 0.32).  
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 النمذجت الإحصبئيت لدرجبث الحزارة في العزاق في ظل بيئت ضبببيت
 نصز اللهمهدي وهبة  بشبر خبلد علي

bashar.alhallaq@mizan.edu.iq mehdi.wahab@uokerbala.edu.iq 

دائرة التخطيط  -شعبة الإحصاء الصحي والحيوي 
وزارة الصحة  -مديرية صحة بابل  -والموارد البشرية 

 والبيئة، بابل، العراق.

، كربلاءجامعة  -الادارة والاقتصاد كلية  - الاحصاءقسم 
 ، العراق.كربلاء

 
 

 المستخلص  معلومات البحث

بٛبَبث دسجبث انحشاسة ببنٕٛو فٙ يحبفظبث انعشاق  فٙ ْزا انبحث حى يلائًت يجًٕعت  تواريخ البحث:

( فٙ 2021ٔانخٙ حى أخزْب يٍ انٓٛئت انعبيت نلأسصبد انجٕٚت ٔانشصذ انضنضانٙ نعبو )

، انخشبٛعٙ، ، انًعكٕطظم ًَبرج إحصبئٛت يخُٕعت ْٔٙ: انخطٙ، انهٕغبسٚخًٙ

عٙ، ٔالإًَرج انهٕجغخٙ ببعخعًبل انًبذأ ألأ ،، انًُٕة، انمٕ Sانخكعٛبٙ، انًشكب،

انخمهٛذ٘ ٔانًبذأ انضبببٙ يٍ خلال بُبء َظبو يعهٕيبث ضبببٛت فٙ ظم لٛى يخخهفت يٍ 

نخٕنٛذ دٔال اَخًبء نًجًٕعت دسجبث انحشاسة نهحصٕل عهٗ  Alfa-cutsيعبيلاث انمطع 

س يعُٕٚت انًُبرج يٍ ، حى اخخببنبٛبَبثيجًٕعت حمهٛذٚت حأخز فٙ الاعخببس عذو انذلت فٙ ا

نهٕصٕل إنٗ أفضم ًَٕرج ًٚثم بٛبَبث دسجبث انحشاسة،  .Sig خلال انمًٛت الاحخًبنٛت

ٔحى انخٕصم    (MSE)ٚخى انًمبسَت بٍٛ انًُبرج ببعخعًبل يعٛبس يخٕعط يشبعبث انخطأ 

، ٔأٌ ْزِ انًُبرجانٗ أٌ اعخخذاو يبذأ انضبببٛت فٙ َبء انًُبرج أدٖ إنٗ صٚبدة دلت 

نجًٛع انًُبرج انخٙ حًج يلائًخٓب فٙ حبنت انبٛبَبث   (MSE) ٕعط يشبعبث انخطأ يخ

انضبببٛت  الم  عهٗ يب إرا كبَج انبٛبَبث حمهٛذٚت. ٔلاحظُب أٚضًب أٌ أفضم إًَرج فٙ 

بٍٛ جًٛع انًُبرج،  (MSE) حًثٛم بٛبَبث دسجبث انحشاسة إًَرج انمٕٖ لايخلاكّ أدَٗ

يخٕعط يشبعبث  ٔانًشكبت ٔالأعٛت بُفظ لٕة انًلاءيت بُفظ ٚهّٛ انًُبرج انهٕجٛغخٛت

، ٔأٌ انًُبرج انخكعٛبٛت، (0.7،  0.4،  0.2يعبيلاث انمطع )عُذ جًٛع  (MSE) انخطأ

انخشبٛعٛت، انخطٛت،  انًعكٕعت نٛغج يُبعبت نهبٛبَبث انخبصت بعذد دسجبث انحشاسة فٙ 

 𝛼-cut = 0.7 نهبٛبَبث كبٌ عُذانعشاق، َٔلاحع أٚضًب أٌ أفضم ًَٕرج حمك يلاءيت 

(MSE = 0.32).  كًب َلاحع صٚبدة ٔحذة صيُٛت ٔاحذة أدث إنٗ صٚبدة دسجبث انحشاسة

( دسجت، ْٔزا ٚشٛش اَّ بعذ عُخٍٛ عٛكٌٕ يخٕعط دسجت انحشاسة انٕٛيٛت 0.437بًمذاس )

 (.33.45فٙ انعشاق )

 14/12/2022حبسٚخ حمذٚى انبحث: 

 28/2/2023حبسٚخ لبٕل انبحث: 

 31/12/2023حبسٚخ سفع انبحث عهٗ انًٕلع: 
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َظبو يعهٕيبث ضبببٛت، حمذٚش، دسجبث حشاسة، 

يلائًت بٛبَبث، إًَرج خطٙ، إًَرج 

نٕغبسٚخًٙ، إًَرج يعكٕط، إًَرج حشبٛعٙ، 
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