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Abstract: Neural Network (NN) is an information
processing system that has been developed as
generalization models of human cognition of neural
biology.

Two important learning methods for NN are
discussed to be our comparative study; these methods
are Back Propagation (BP) and Particle Swarm
Optimization (PSO). These two methods are found to
learn the NN by modifying the weights of the NN, this
is done by calculating the fitness value which is
considered as a threshold value.

In this work the Pattern Recognition (PR) problem
will be manipulated, which is considered one of the
important applications of classification filed. The
Greek Text Letter Recognition (A..€) is the objective
of this paper, the upper and lower cases are

discussed.

Journal of Al Rafidain University College 57 ISSN (1681 — 6870)



Pattern Recognition based on ...... Faez H. Hazem N. Issue No. 31/2013

The proposed system needs the Microsoft windows, in
all new versions, as an operating system with Delphi
version 7.0 as a programming language.

Keywords: Artificial Neural Network, Particle Swarm
Optimization, Pattern Recognition.

1. Introduction

A Neural Network (NN) is not programmed to solve a problem-
instead, it learns to solve a problem [1]. A NN may benefit from the
application of solving methods to its training. One of the important
new learning methods is a Particle Swarm Optimization (PSO),
which is simple in concept, has few parameters to adjust and easy to
implement. PSO has found applications in a lot of areas. In general,
all the application areas that the other evolutionary techniques are
good at are good application areas for PSO [2].

In 1995, Kennedy J. and Eberhart R. [3], introduced a concept
for the optimization of nonlinear functions using particle swarm
methodology. The evolution of several paradigms outlined, and an
implementation of one of the paradigms had been discussed.

In 1999, Eberhart R.C. and Hu X. [4], arranged a new method
for the analysis of human tremor using PSO which is used to evolve
a NN that distinguishes between normal subject and those with
tremor.

In 2004, Shi Y. [2], surveyed the research and development of
PSO in five categories: algorithms, topology, parameters, hybrid
PSO algorithms, and applications. There are certainly other
research works on PSO which are not included due to the space
limitation.

In this paper, first we will put the matrix design of each of the
Greek language Upper/Lower case letters then construct the
suitable neural network which is learned by PSO and BP as learning
methods and then compare the learning results obtained from the
learning process of NN finally, evaluate which is better in such
letter recognition problem.
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2. Artificial Neural Network

Acrtificial Neural Network (ANN) is an information-processing
system that has certain performance characteristics in common with
biological neural networks. ANNSs represent an important area of
research, which opens a variety of new possibilities in different
fields including classification or pattern recognition or predictions.
It is known by NN that can approximate functions and
mathematical operators arbitrarily as well as the number of neurons
in the network tends to infinity. In this respect FeedForward
Artificial Neural Networks (FFANNs) can be considered as
"universal approximations” which is capable of describing the
input-output relationships of mechanical systems [5].

With classification in application domain of ANNSs, we have a
long list of researches and real applications include speed
processing, image processing and computer vision, pattern
classification and recognition, system control, robotics, forecasting
and modeling, optimization and management of information and
medical diagnosis. Also there is a great role of NNs as a means for
implementing expert systems, because of their ability to solve a
specific problem, producing it as if it were a black-box solution
where the mode of producing answers is not clearly understood.
Due to its adaptive and parallel processing ability, it has many
applications in the engineering field [6].

NNs can be grouped into six areas of applications: prediction,
pattern  recognition, associative memories, classification,
optimization and general mapping.

3. Neural Network Learning Algorithms

The learning algorithm is a procedure for modifying the
weights on the connection links in a neural net, and also known as
training algorithms or learning rules [7].

NNs are trained by two main types of learning algorithms:
supervised learning algorithms and unsupervised learning
algorithms.

Unsupervised learning algorithms do not require the
unknown desired outputs. A supervised learning algorithm adjusts
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the strengths or weights of the inter-neuron connections according
to the difference between the desired and actual network outputs
corresponding with a given input. The most common examples of
supervised learning algorithms include Back propagation algorithm
(BP) [6].

4. Particle Swarm Optimization (PSO)

PSO was originally developed by a social-psychologist J.
Kennedy and an electrical engineer R. Eberhart in 1995 and
emerged from earlier experiments with algorithms that modeled the
“flocking behavior” seen in many species of birds. Where birds are
attracted to a roosting area in simulations they would begin by
flying around with no particular destination and in spontaneously
formed flocks until one of the birds flew over the roosting area [8].
PSO has been an increasingly hot topic in the area of computational
intelligence. It is yet another optimization algorithm that falls under
the soft computing umbrella that covers genetic and evolutionary
computing algorithms as well [9].

4.1 Fitness Criterion

One of these stopping criterions is the fitness value. Since
the PSO algorithm is chosen to be a supervised learning algorithm,
then there are observed values of (ti) and desired output values of
(fi). These two values have to be compared, if they are closed to
each other then the fitness is good, else the algorithm must continue
its calculations until this condition is satisfied or the specified
number of iterations is finished.

The corrections to the weights are selected to minimize the
residual error between ti and fi output. The Mean Squared Error
(MSE) is one solution for the comparison process:

1 o
MSE = .Zl (ti - fi)? (1)

Where n is the number of the compared categories.
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4.2 PSO Algorithm

The PSO algorithm depends in its implementation in the following
two relations:

vid=w*vid+cl*r1*(pid-xid)+c2*r2*(pgd-id) ...(2a)
xid = xid + vid ...(2b)

where cl and c2 are positive constants, rl and r2 are random
function in the range [0,1], xi=(xil,xi2,...,xid) represents the ith
particle; pi=(pil,pi2,...,pid) represents the best previous position
(the position giving the best fitness value) of the ith particle; the
symbol g represents the index of the best particle among all the
particles in the population, v=(vil,vi2,...,vid) represents the rate of
the position change (velocity) for particle i [2].

The original procedure for implementing PSO is as follows:

1. Initialize a population of particles with random positions and
velocities on d-dimensions in the problem space.
2. PSO operation includes:
a. For each particle, evaluate the desired optimization
fitness function in d variables.
b. Compare particle's fitness evaluation with its pbest. If
current value is better than pbest, then set pbest equal to
the current value, and pi equals to the current location xi.
c. ldentify the particle in the neighborhood with the best
success so far, and assign it index to the variable g.
d. Change the wvelocity and position of the particle
according to equation (2a) and (2Db).
3. Loop to step (2) until a criterion is met.

Like the other evolutionary algorithms, a PSO algorithm is a
population based on search algorithm with random initialization,
and there is an interaction among population members. Unlike the
other evolutionary algorithms, in PSO, each particle flies through
the solution space, and has the ability to remember its previous best
position, survives from generation to another. The flow chart of
PSO algorithm is shown in figure (1) [10].
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Figure (1) Flowchart of PSO Algorithm [6].

4.3 The Parameters of PSO [11],[12]

A number of factors will affect the performance of the PSO.
These factors are called PSO parameters, these parameters are:
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1. Number of particles in the swarm affects the run-time
significantly, thus a balance between variety (more particles)
and speed (less particles) must be sought.

2. Maximum velocity (vmax) parameter. This parameter limits the
maximum jump that a particle can make in one step.

3. The role of the inertia weight w, in equation (2a), is considered
critical for the PSO’s convergence behavior. The inertia weight
is employed to control the impact of the previous history of
velocities on the current one.

4. The parameters c1 and c2, in equation (2a), are not critical for
PSO’s convergence. However, proper fine-tuning may result in
faster convergence and alleviation of local minima, cl than a
social parameter c2 but with c1 + ¢c2 = 4.

5. The parameters rl and r2 are used to maintain the diversity of
the population, and they are uniformly distributed in the range
[0,1].

4.4 Training the ANN by using PSO

The PSO algorithm is vastly different than any of the traditional
methods of training. PSO does not just train one network, but rather
training networks. PSO builds a set number of ANN and initializes
all network weights to random values and starts training each one.
On each pass through a data set, PSO compares each network’s
fitness. The network with the highest fitness is considered the
global best [13].

Each neuron contains a position and velocity. The position
corresponds to the weight of a neuron. The velocity is used to
update the weight. If a neuron is further away then it will adjust its
weight more than a neuron that is closer to the global best [9].

As usual the number of interconnections (IC) for NN can be
calculated by the following relations for one hidden layer:

IC=n*m+m*k ...(3

Where n is the number of nodes in the input layer, m is the number
of nodes in the hidden layer, while k is the number of nodes in the
output layer.
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5. NN-Learning System

PSO is an extremely simple concept, and can be implemented
without complex data structure. No complex or costly mathematical
functions are used, and it doesn’t require a great amount of memory
[1]. The facts of PSO has fast convergence, only a small number of
control parameters, very simple computations, good performance
on neural networks, and the lack of derivative computations made it
an attractive option for training the NN.

In this paper, the binary PSO was implemented in classification
applications. From the classification application, the letter
recognition problem is chosen.

A comparative study is made on the computational requirements
of the PSO and BP as a training algorithm for NN’s. A NN-
Learning system has been proposed to solve the mentioned
problems by Binary PSO (BPSO) and BP algorithms.

5.1 BPSO Algorithm

The original procedure of binary PSO algorithm is as follows:

1. Read NN information file.

2. Change (Integer or real) input data to binary data.

3. Initialize a population of particles with random positions
and velocities on d-dimensions in the problem space.

4. PSO operations.

5. Loop to step (4) until a criterion is met, usually a
sufficiently good fitness or a maximum number of
iterations.

5.2 NN-Learning System Implementation

The proposed system called NN-learning system since it can be
applied on BP algorithm as well as on PSO algorithm which applied
on Greek letter recognition problem. The block diagram of the
implementation of NN-learning system shown in figure (2).
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Figure (2)Block diagram of NN-Learning system

5.3 Pattern Recognition Applications

One of the most important applications of NN is the
classification problems which are divided into many fields; our
interest of classification problem is the Pattern Recognition (PR)
problems.

Pattern Recognition is the research area that studies the
operation and design of systems that recognize patterns in data.

PR aims to classify data (patterns) based on either a priori
knowledge or on statistical information extracted from the patterns.
The patterns to be classified are usually groups of measurements or
observations, defining points in an appropriate multidimensional
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space. Important application areas are image analysis, speech
analysis, man and machine diagnostics, person identification and
industrial inspection [14].

Binary PSO algorithm has been used to recognize patterns of
character, number or text letter. The network is initially learned
upon symbols and tested on another set of symbols to illustrate its
efficiency in recognizing new pattern.

5.4 LR-Neural Network Construction

In this paper, the patterns are represented by d*e matrix. The
data of the matrix consists of 1’s and 0’s only. The objects of
interest are the 1’s and the background consists of 0’s. The output
symbols consist of k bits which must cover all the possible patterns
that mean 2k possible, these 2k is the targets. The d*e binary values
are stored in a file in a one dimensional array row by row
arrangement. In this manner since the number of output nodes k>1,
then the MSE value, must be rewritten as in relation (4).

1 Ns k
MSE = NS*kZ Z (tij-fij)? (4

=1 j=l
Where Ns is the number of training set.

Input Hidden Output
layer layer layer

Figure (3) the proposed PR-NN (d*e-m-k).

The proposed LR neural network consists of 3 layers, with
(d-m-k) neurons which represent the number of neuron in input,
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hidden and output layers respectively. The proposed LR-NN is
shown in figure (3).

6. Greek Letter Representation in PR-NN

The aim was to recognize 24 upper—case (lower—case) alphabets
in Greek language i.e. From A to Q (o to ). Every text letter
pattern is represented by 9*9 matrix (d=9,e=9), this means that 81
neurons are in the input layer. For example if the text letter is
“Y=sigma” which is the 17th upper case text letter of the Greek
alphabet, then the output data is “17=10001" and if the text letter is
“d=delta” which is the 3rd lower text letter of the Greek alphabet,
then the output data is “3=00011". Since the output layer consists of
5 neurons and the training set Ns=24 for Greek alphabet, each letter
was represented by one matrix. The matrix data for the letters “X”
and “6” are shown in figure (4).
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Figure (4) Input (9*9) matrix data of the text letters “X” and “5”.

The binary coding of Greek text letters in upper and lower cases has
been shown in table (1).

Journal of Al Rafidain University College 67 ISSN (1681 — 6870)



Pattern Recognition based on ...... Faez H. Hazem N. Issue No. 31/2013

Table (1) output binary coding of Greek text letters.

Text Integer | Binary Text Integer Out
Letter | value | Coding |[No.| Letter | value lljt
UCJLC ucJLC P

1
2
3
4
5
6
7
8
9

S A = D3Iy O ™K
O©O oo ~NOoOOoOl bk wpNDE O

=
o

Z>R—OINDD>-W»
DEX B < A9 30O M Z
S €XRSC a Qo a3 O uywx<

10 neurons can be suggested to be used in the hidden layer of
the proposed Greek Letter Recognition-NN (GLR-NN).

7. Results of PR-NN Trained by BP and PSO

We need to use the following symbols in the tables of BP and
PSO implementation:

e Exp : Experiment number.

e Nol : Number of Iterations.

e MSE: least fitness (Mean Square Error).
e AL : Accuracy Level of the learning.

e T :computation Time.

7.1 GLR-NN Trained by PB

In this subsection we will train Letter recognition NN (GLR-NN)
with layers (81-10-5) by using BP. The results of GLR-NN trained
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by BP for 5 experiments for each sample of the NN mentioned in
section (7) are shown tables (1) and (2).

Table (2) Results of Gr LC-NN trained by BP.

_Bxp_ | Nol | MSE | AL% | Timelsec.
0.01463 95.83%
0.01000 95.83%
0.01232 95.83%
0.01000 95.83%
0.01000 95.83%

Best 1804 0.01000 95.83%

_Average | 51102 | 001139 | 9583% | 48 |

Table (3) Results of Gre UC-NN trained by BP.

MSE___| AL% | Time/sec. |

0.00873 100%
0.00867 100%
0.01000 95.83%

0.00952 95.83%

5 0.00998 95.83%

| Best | 326 | 000867 | 100% | 1 |
| Average | 675 | 000938 | 975% |

7.2 GLR-NN Trained by PSO

In this subsection we will train Letter recognition NN (LR-NN)
with layers (81-10-5) by using PSO. The results of GLR-NN trained
by PSO for 5 experiments for each sample of the NN mentioned in
section (8) are shown in tables (4) and (5).
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Table (4) Results of Gr_ LC-NN trained by PSO.

_H_H_HH

0.009970

91.67%

0.009990

91.67%

0.009968

95.83%

0.009917

95.83%

Best

0.009990
0.009917

91.67%
95.83%

Average

0.009967

MSE
0.009955

93.334

Table (5) Results of Gre UC-NN trained by PSO.

|__AL% | Time/sec. |

95.83%

0.009840

100%

0.009956

100%

0.009900

100%

Best

0.009923
0.009840

100%

Average . 0.0099148

8. Comparison Study of NN Trained by BP and PSO

In the PR-problems we chose the same two NN's discussed
before, the neural network is GLR-NN with Ns=24 for Greek
language, for our comparative study between PSO and BP. The two
NN's start from the same initial random weights for GLR-NN, in
order to guarantee that the comparative is being fairer. The training
Is done for 5 experiments for GLR-NN. The results of training are
shown in table (6):
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Table (6) Comparison results between PSO and BP for Gr LC-NN.

T T T T

0.01362 95.83%
0.00991885 | 95.83%

0.01123 95.83%
0.00994792 95.83%

0.01353 95.83%
0.00999919 91.67%

0.01461 95.83%
0.00993319 91.67%

0.01344 95.83%
0.00999303 95.83%

10000 0.01123 95.83%
Average 10003.8 | 0.013286 95.83%

Best 1508 0.00991885 | 95.83%
Average 1856 0.00995843 91.67%

PSO and BP

+PSO
-BP

Mean Square Error

.
0355880 1510 2240 2675 3710 4440 5175 5910 6640 7375 8110 8815 9550
Iterations

Figure (5) chart of curves of training of Gr_LC-NN using BP and
PSO.
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Figure (5) represents a chart which describes the difference in
curves between the training of Gr_LC-NN using BP and PSO, these
results taken from experiments (1).

Table (7) shows the comparison results between PSO and BP for
Gr_UC-NN.

Table (7) Comparison results between PSO and BP for Gr_ UC-NN.

£ [agortm [ Not [_nse T A T ot

0.00997 | 95.83%
0.00990224 | 100%
0.00974 100%
0.00996093 | 100%
0.00998 | 95.83%
0.00990244 | 100%
0.00922 100%
0.00988632 | 100%
0.00985 100%
0.00986088 | 100%

Best 0.00986088
Average .21 0.00990256

0.00922
Average : 0.009752 :

Figure (6) represents a chart which describes the difference in
curves between the training of Gr_UC-NN using BP and PSO, these
results taken from experiments (1).
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PSO and BP
S +PS0
- B8P

Mean Square Error

0 3580 130 190 250 315375 435 500 560 620 680 745 805 865 930990 1065 1150
Iterations

Figure (6) chart of curves of training of Gr_UC-NN using BP and
PSO.

9. Analytical Evaluation of Training Results

In this section we try to evaluate the two training algorithms, BP
and PSO, of NN's of our study cases. The evaluation process results
based on the results of tables (6) and (7) of previous section.

We will give a pass degree for each training algorithm as
follows:

1. If PB is better than PSO then the evaluation degree is -1.
2. If PSO is better than BP then the evaluation degree is 1.
3. If they are even then the evaluation degree is 0.
Table (8) shows the evaluation process results of the BP and
PSO in training the neural network GRL-NN.

Journal of Al Rafidain University College 73 ISSN (1681 — 6870)



Pattern Recognition based on ...... Faez H. Hazem N. Issue No. 31/2013

Table (8) Evaluation of the BP and PSO in training GLR-NN.

Better
Alg.

_ O

Gr_UC-NN

O|F— O|' Ok O

1
|

Final Sum

= = OoOfnpy O

Better Algorithm

10. Conclusions

This paper concludes the following aspects:

1. The PSO algorithm has fewer parameters to tune, thus it is
more universal tool, and can be used to locate or track
stationary as well as nonstationary extremes.

2. The BP algorithm, however, is a local search method. It is
easily falling into local minima and fails to find the global
optimum when used to train a perceptron, while PSO
algorithm, in spite of its population stochastic search
method, it is less in falling in local minima and it can find
global weights with both large probability and fast
convergence rate during the training of NN.

3. The binary BP algorithm performs better than the PSO
algorithm in Greek Letter Recognition. For this reason the
BP is better than PSO in NN's learning.
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4.

5.

In the four criteria of NN training for all cases study, we

notice the following aspects from table (8):

i. Nol and MSE: the two algorithms are performing even.

ii. AL: in Best function the two algorithms are performing
even, while in Average function PSO is performs better.

iii.T: in Best and Average BP is performs better than PSO.

We can add some input binary strings treated as a wrong or

noise in the shape of the character or the letter. This mean

increasing in the number of training set (Ns).
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