Journal of Basrah Researches ((Sciences)) Vol.(39) No.(4) A..... (2013 )

Available online at: www.basra-science-journal.org

ISSN -1817 -2695

Variational Iteration Method for solving Two-Dimensional Reaction-
Diffusion Brusselator System

T. A. K. Hattim

Department of Mathematics, College of Education, University of Misan, Misan, Irag.
Received 30-5-2013 , Accepted 12-11-2013

Abstract.
This paper proposes the

investigation of the variational iteration method to find the

solutions for Two-dimensional Reaction-Diffusion Brusselator System . Analytic solutions of
the linear partial differential equations with initial data are obtained. It has been shown that
the method is quite efficient and is practically well suited for use in these problems.
Moreover, a necessary and sufficient condition for convergence is given. Numerical test is
investigated to illustrate the pertinent features of the proposed algorithm.
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1. Introduction

In 1978, Inokuti et al. [14] proposed a
general Lagrange multiplier method to
solve non-linear problems, which was first
proposed to solve problems in quantum
mechanics. In 1998, the Lagrange
multiplier method is modified by He [8-12]
into an iteration method that is called
variational iteration method (VIM). It is
used to solve effectively, easily, and
accurately a large class of non-linear
problems with approximations converging
rapidly to accurate solutions, where the
approximate solution of the VIM in the
main is readily obtained upon using the
obtained Lagrange multiplier and on the
selective  initial  approximate.  The
variational iteration method changes the
differential equation to a recurrence
sequence of functions, where the limit of
that sequence is considered as the solution
of the partial differential equations. The
main advantage of the method is that, it can
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be applied directly to all types of nonlinear
differential and integral  equations,
homogeneous or inhomogeneous, with
constant or variable coefficients [1, 15-17].
Moreover, the proposed method is capable
of greatly reducing the size of
computational work while still maintaining
high accuracy of the numerical solution.

One of such important reaction - diffusion
equations is known as Brusselator system,
where the Reaction-diffusion models
frequently arise in the study of chemical
and biological systems. A large number of
physical problems such as the formation of
ozone by atomic oxygen through a triple
collision and enzymatic reactions .The
brusselator system is occured. The reaction-
diffusion Brusselator system contains a pair
of variables intermediates with reactant and
product chemicals whose concentrations are
controlled, and which is used to describe
mechanism of chemical reaction-diffusion
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with non-linear oscillations (see Nicolis and
Prigogine [6], Prigogine and Lefever [7]
and Tyson [13]).

In recent years, much research has been
focused on the numerical solution of
systems of brusselator system, Adomian
[5] used a decomposition method for the
numerical solution of the reaction-diffusion
brusselator system. Twizell et al. [4]
developed a second order finite difference
method for diffusion free brusselator
system. Wazwaz [2] used modified
Adomian decomposition method for which
problem whereas Ang [19] applied the dual-

reciprocity boundary element method for
numerical solution of the reaction-diffusion
Brusselator system.

In this paper, we investigate the model of
two- dimensional reaction-diffusion
brusselator system by using variational
iteration method. This study shows that, in

this particular context, an averaged
description can capture only large scale
features of the exact solution, the

convergence of which can be made as
precise as necessary.

Consider the following 2D reaction-
diffusion brusselator system:

au(xiy’t):ﬁ+u2v(x’y’t)_(a)+1)u(x,y,t)-|-‘uV2u(x,y,t):0 ; x,yianJ,tZO

ot
av(x, y,t)

ot
together with initial conditions

U(x,y,0)=h(x,y)} Y e
v(X,y,0) =k (x,y)

()

where u(x, y, t) and v(x, y, t) represent
dimensionless  concentrations of two
reactants in Banach space, @ and £ be

constants concentrations of the two
reactants, ux (diffusion coefficient) is a
constant h and k are known functions, Q
and J are opened and bounded in R? , V*is
Laplace operator of second partial
differential equation.

The organization of this paper is as follows;
section 2 gives brief ideas of VIM. and, the

2. Variational Iteration Method:
2.1 concept of VIM

The idea of variational iteration method
depends on the general Lagrange's
multiplier method [14]. This method has a
main feature, which is the solution of a
mathematical problem with linearization
assumption used as initial approximation or

L(u)+N(u)+R(u)=g(x,t),
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= ou(x,y,t)—u?v(x,y,t)+ £V?(x,y,t)=0 ,x,yinQxJ ,t>0

sufficient conditions are presented to
guarantee the convergence of the method.
In section, 4; present the results of
numerical test for Two-dimensional
reaction-diffusion Brusselator system are
presented to illustrate the effectiveness and
the useful of the variational iteration
method and discussion the results.
Conclusions are presented in the last
section.

trial ~ function.  This  approximation
converges rapidly to an accurate solution
[11].

To illustrate the basic concepts of the VIM,
we consider the following nonlinear
differential equation:

... (29)
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with specified initial condition: u, =u(x,0)

...(2b)

where L and R are a linear operator , N is a nonlinear operator, and g(x) is an inhomogeneous
term. According to the VIM [3], we can construct a correction functional as follows:

t

u () =u (xt)+ AL (x2))+N@ (x2)+R@ (x7)-g(x2)]dr ... (3)

0
where A(7)is called the general Lagrange
multiplier [1,15,16], which can be identified
optimally via the variational theory and
integration by parts. The iterates un denote

the Nth  order approximate solutions,
where n refers to the number of iterates.
g Is considered as restricted variations so

n
that their variations are zero, 5Jn =0[8].

The successive approximation y , n>0
n+1

of the solution u(x,t) will be obtained by
using the determined Lagrange multiplier
and any selective function u,.

To find the optimal value of A(z), we

applied the restricted variations of
correction functional (3) integrating by part
to optained A(7) , in the following form:

su, L (x)=5u_(x)+S[ADIU_ (7)) +
R(Un(x,r))+ON (@ (x,7)-d(xt)dz

_5u, )+ 25U, (7)_-JASU,(2)dT=0
0

Consequently, we can write the equation (3) as a successive approximation as follows:

u, (%, t) g (%)« [ (optimal value of 2)[L(u, (x, 7))+
0

R(u,(%,7))+N(u,(x,7))—g(x,t)]dz

u, (x,t) ~u, (xt)+ [ (optimal value of A)[L(u,(x 7))+
0

R, (X,7))+ N, (X 7))—-g(xt)ldz

u3(x,t)=u2(x,t)+}(optimal value of 2)[L(u,(x,7))+
0

R, (x,7))+ N, (x,7))—g(x,t)]dz
So on, where by finding the nth order approximation. Finally summing up iterates to yield,

M
UM :nz:;un, M >1

The general solution obtained by the VIM can be written as:

u(xt) =lim,_,, Uy,
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2.2 Convergence of the VIM
Here , we will study the convergence X, with the set of
analysis as the same manner in [18] of the applications, U : Q@ — R,
variational iteration method to the nonlinear
equations. Let us consider the Banach space

ju(x)zdx <o
Q

2:juz(x) dx .
9

and the associated norm: H u

The VIM is convergent if the condition of the following theorem are satisfied .

Theorem 1[18]: (Banach’s fixed-point theorem)
Assume that X be a Banach space and A: X — X is a nonlinear mapping, and
suppose that HA[U]_A[U] <y|u-T] For some constant y < 1.Then A

has a unique fixed point.
According to the theorem 2.2, for the nonlinear mapping
t ou Au 5%u p%u Hlu
AU]=u(x )+ JATFU, 5 2 )ldr
0 OX OT OX° Or° OXOt

A sufficient condition for the convergence of the variational iteration method is the strictly the
contraction of A , such that for U,TT € X we have [u]| <M and U] <M for m>0.

3. Numerical Test and discussion

In this section, we present the numerical Brusselator system. The accuracy of the
test for the 2D reaction-diffusion scheme is measured in terms of absolute
Brusselator  system.  The variational errors.

iteration method will be used for the
numerical solution of reaction-diffusion
3.1 Test problem

For a particular case, we take @ =1, 8 = 0, = 0.25 [20] thus real rile (1)
becomes;

70



Journal of Basrah Researches ((Sciences)) Vol.(39) No.(4) A..... (2013 )

‘2_‘: =uv-2u+0.25V2u=0 ,(x,y)e(01)x(0,)

% —u—-uv+0.25Vv =0 ,(x,y)e(01)x(0]1)

subject to the initial condition
u(x, y,0) =exp(-x—y)
v(X,y,0) =exp(x+Y)

u(x,y,t) =exp[-x—y—0.5t]
v(X,y,t) =exp[x+y+0.5t]
.. (4)

To solve the problem (4) by using VIM, we consider a correction functional (3) as:

t 2~ 2~
u.,(xyt)=u (X,y,t)+j/1(r)[w—ﬁnz(x,y,r)\7n(x,y,r)+2LTn(x,y,r)—0.25(a u%(;z,y,r)ﬁ u%(;;’y’f)) Jdz
0
¢ 25 25
Vo (Y1) =y (6 Y )+ /1(1)[8\/”(;t'y’T)HTnZ(x,y,r)\7n(x,y,r)—ﬁn(x,y,r)—o.25(a V”;)z(z’y’f)+a V”(Xz’y’r)) Jdz

.. (5)
where, 4 is a general Lagrange multiplier. The value of 4 can be found by considering
0%, (%, Y,7) 0%U, (X, Y,7) 8%V, (X, y,T)and %, (x,y,r)as restricted

o oyl ox? oy?

u (X, ¥,7),V (X, Y,7),
variations(i.e

- - 0%, (x.Y, %0, (X, Y, 0%, (x,y, 0%, (x,Y, .
5(Un(X,y,T)):5(Vn(X,y,T))=5( n(ZyT)):é‘( n(zy T)):é‘( n(2y z')):5( n( ZyT))zo

OX oy OX oy

in Equation(5), then integrating the result by part to obtain A yields the following stationary
conditions:

o(u ):A'=

5(un):1+/1‘r_ =
So, the Lagrange multiplier in this case can be identified as follows: 1= -1
Then the correction functional (5) becomes in the following formula:

U (X, Y1) =U (th) I[M u (Xyz')v (X,Y,7)+2u, (X,Y,7)—0.25( o°u (Xyr) o (Xyz'))]d
ot P "
Vot (6 Y58) =4, (6 Y, 1) = I[av(y’f)+u§(x,y,r)vn(x,y,r)_un(x,y,T)_O_25(52Vn(Xz,y,f)+62Vn(x,y,r)) ds

ﬁyz
... (6)

Using the above iteration formulas (6) and the initial approximations, we can obtain the

following approximations:
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U (X, y,t) = exp(=x - y) ~1.5exp(=x - y)t + exp(-x - y)* exp(x + y)t
Vv, (X, Yy, 1) = exp(X + y) + exp(—x — y) t —exp(—=x — y)* exp(X + y)t + 0.5exp(x + y)t

U, (X, y,t) = exp(=x — y) —1.5exp(—x — y)t + exp(=x — y)* exp(x + y)t +0.25(-1.5exp(~-x - y)

+exp(—x — y)? exp(x + y))* (exp(-x — y) —exp(-x — y)* exp(x + y) + 0.5exp(x + y))t

V, (X, Y, 1) = exp(x + y) +exp(=x — y)t —exp(=Xx — y)® exp(x + y) t + 0.5exp(x + y)t — 0.25(~1.5exp(-x - y)
+exp(=x - y) > exp(x + ) (exp(—x — y) —exp(=x — y)* exp(x + y) + 0.5exp(x + y)t* +

énd ......

Now , from theorem 1 we have the proof of the convergence as the following nonlinear
mapping form:

2 2
Alu]=u- j[——u V+2U— 025((9—+a

,)]ldz
0 07 oy
20 %0
Au)-u - [ —avion ozs(a—u+8 de
0 ot
where u=u(x,y,t)- According to the above  theorem,
get

we can

Alu]— AlU]=u-1) —}ﬂ[a(ua_ o) _ (U? —T?*)v+2(u—0) —0.25(82(;(; u) n o°(u ;U))]d
0 T

oy
and then
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HA[U] A[U]H (u-0)- I[é(u ) (U —u )V+2(u —u)— ozs(m M)]d
ox? oy?
ZHU_UH—} a(U_U)—(u2—Uz)v+2(u—U)_()_25(52(U;U)jLaz(ung))d
OX
. 0 62 T B 5
since| 4 Dcaju-of "D ju-of 7D o0

and Hu2—U2H=H(u—ﬁ)(u+U)H$2I\/IH

\Where HUHSM and HVHSM
then the inequality becomes

>lu-0]- jeu-aldz ,  wherear=d,—2M?2—0.25(3, +5,)+2
0

>(@1—[ad7)|u—d]
(0}
<(fadz—1)|u—a]|
(0]

t
<y, u—u] where y,; z((j)adr—l)

In the same way we found the proof of convergence of the component v(x, y, t) as the
following form

o’v 0%y
— 025— dr
A[V]VJ[ +uvu ( ay)]
az BRY

AlV]-vV - j[—+u —u- 025( ayz)]dr
Where yv=v (x, y,t). According to the above theorem, we get

o(v—V)

82(v V) az(v—v))]dr

AlV] - Alv] = (v-V) - M[ o

—(V=V)u® —0.25(

and then
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|Avl-Av] = (v—7)+] [8((2_‘7)
0 T

cv-u2—0.25(0 (‘)’( v, (" Ndr

2 o 2 —
Hv VH 8(\(/%V)+(V—\7)u2_0.25(8 é\)/(;v)+a (V;V))]dz'
V2 2 —
Since a(\é_v)géﬂr(u—ﬁ) , MS%H(U—U)H , M<56H(U -0
T OX

and HV—VHUZ <M ZHV—VH ,\Where HUHS M

then the inequality becomes

>NV +[ay[v-v|dr ,  wherea, =0, +M?2—0.25(5, +3,)
0
t
> (- [ay do)u—g]
t
<(Jaydr-Dju—g|

<y ju—1]

( where, o'sare the absolute values of differential operators which appear in partial
differential equations).Therefore, the proof is completed.

where y, = (}al dr-1)
0

Table 1a: Comparison between the VIM and the exact solution u(x,y) ,and the absolute
errors for several iterations of the VIM solution at t=0.1

Ue Uzvim) Usvim) U, — UZMM)‘ u, — USMM)‘

01 0.7788007831 0.7787519597 0.7788007932 4.88232940E-5

0.2 0.6376281516 0.6375881786 0.6376278837 3.99730727E-5 1.0163830E-8
03 0.5220457768 0.5220130495 0.5220454056 3.27272426E-5 2.6800532E-7
04 0.4274149319 0.4273881372 0.4274145449 2.67947444E-5 3.7116680E-7
05 0.3499377491 0.3499158114 0.3499373865 2.19376453E-5 3.8707608E-7
0.6 0.2865047969 0.2864868358 0.2865044748 1.79611098E-5 3.6256141E-7
0.7 0.2345702881 0.2345555828 0.2345700108 1.47053260E-5 3.2199835E-7
0.8 0.1920499086 0.1920378689 0.1920496738 1.20396357E-5 2.7740344E-7
0.9 0.1572371663 0.1572273091 0.1572369701 9.85724840E-6 2.3460368E-7
1.0 0.1287349036 0.1287268331 0.1287347407 8.07047350E-6 1.9625035E-7

1.6299179E-7
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Table 2a: Comparison between the VIM and the exact solution ,and the absolute errors for several

iterations of the VIM solution at t=0.5

X=y U, Uzvim) Usvim) U, —UZMM)‘ U, —U3(V,M)‘
0.1 0.6376281516 0.6375881786 0.6375243254 4.92411286E-3
0.2 0.5220457768 0.5180142544 0.5218510795 4.03152231E-3 1.03826154E-4
0.3 0.4274149319 0.4241142005 0.4271953272 3.30073134E-3 1.94697146E-4
0.4 0.3499377491 0.3472353388 0.3497249135 2.70241034E-3 2.19604714E-4
0.5 0.2865047969 0.2842922504 0.2863124096 2.21254644E-3 2.12835758E-4
0.6 0.2345702881 0.2327588082 0.2344028236 1.81147981E-3 1.92387095E-4
0.7 0.1920499086 0.1905667942 0.1919073390 1.48311433E-3 1.67464249E-4
0.8 0.1572371663 0.1560228951 0.1571174431 1.21427120E-3 1.42569471E-4
0.9 0.1287349036 0.1277407424 0.1286352377 9.94161277E-4 1.19723079E-4
1.0 0.1053992246 0.1045852742 0.1053167222 8.13950408E-4 9.96659750E-5
8.25023220E-5
Table 3a: Comparison between the VIM and the exact solution ,and the absolute errors for several
iterations of the VIM solution at t=1
0.1 0.6376281516 0.4690644929 0.4942779725 2.75208109E-2
0.2 0.5220457768 0.3840375269 0.4037375909 2.25321328E-2 2.30733147E-3
0.3 0.4274149319 0.3144233329 0.3300348587 1.84477507E-2 2.83206892E-3
0.4 0.3499377491 0.2574280519 0.2699256659 1.51037410E-2 2.83622496E-3
0.5 0.2865047969 0.2107642632 0.2208405694 1.23658968E-2 2.60612710E-3
0.6 0.2345702881 0.1725591840 0.1807234199 1.01243400E-2 2.28959066E-3
0.7 0.1920499086 0.1412795106 0.1479168729 8.28910862E-3 1.96010425E-3
0.8 0.1572371663 0.1156698801 0.1210783270 6.78654818 E-3 1.65174624E-3
0.9 0.1287349036 0.09470248801 0.09911640897 5.55635569E-3 1.37810139E-3
1.0 0.1053992246 0.07753583934 0.08114189171 4.54915926E-3 1.14243472E-3

9.43106900E-4
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Figure (1a,b,c) Comparison between exact solution and VIM solutions for the component u(x, t) at
t=0.1,0.5,1 respectively.

Table 1b: Comparison between the VIM and the exact solution v(x,y) ,and the absolute errors for several
iterations of the VIM solution at t=0.1

0.1 1.284025417 1.284065318 1.284026527 3.9901391E-5
0.2 1.568312185 1.568334479 1.568313243 2.2294006E-5 1.11145180E-6
0.3 1.915540829 1.915546408 1.915541689 5.5787770E-6 1.05822393E-6
0.4 2.339646852 2.339635940 2.339647444 1.0911511E-5 8.58990681E-7
0.5 2.857651118 2.857623278 2.857651413 2.7839319E-5 5.93255589E-7
0.6 3.490342957 3.490297074 3.490342939 4.5883360E-5 2.95736570E-7
0.7 4.263114515 4.263048744 4.263114161 6.5770509E-5 1.95850300E-8
0.8 5.206979827 5.206891530 5.206979115 8.8297487E-5 3.54204350E-7
0.9 6.359819523 6.359705154 6.359818417 1.1436812E-4 7.12521800E-7
1.0 7.767901106 7.767756079 7.767899565 1.4502685E-4 1.10448320E-6
1.54166590E-6
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Table 2b: Comparison between the VIM and the exact solution ,and the absolute errors for several
iterations of the VIM solution at t=0.5

X =
y Ve Vovim) Vawvim) Ve — VZ(VIM)‘ Ve — V3(V|M)‘
0.1 1.568312185 1.571851645 1.568986130 353946073E-3
0.2 1.915540829 1.917073675 1.916118076 153284683E-3 6.73946371E-4
0.3 2.339646852 2.339234602 2.340076789 41224936E-4 5.77247366E-4
0.4 2.857651118 2.855277228 2.857910510 237388953E-3 4.29936805E-4
0.5 3.490342957 3.485912155 3.490419994 443080192E-3 2.59392075E-4
0.6 4.263114515 4.256448978 4.263000092 66655374E-3 7.70365220E-5
0.7 5.206979827 5.197812041 5.206662659 91677853E-3 1.14422105E-4
0.8 6.359819523 6.347781553 6.359283207 120379702E-2 3.17166859E-4
0.9 7.767901106 7.752509827 7.767122104 153912788E-2 5.36315410E-4
1.0 9.487735836 9.468373543 9.486681778 193622931E-2 7.79001710E-4
1.05405807E-3
Table 3b: Comparison between the VIM and the exact solution ,and the absolute errors for several
iterations of the VIM solution at t=1
X=
y Ve V2(VIM) V30/||v|) Ve — V2(VIM)‘ Ve — V3(V|M)‘
0.1 2.013752707 2.027421709 2.022537054 1.36690020E-2
0.2 2.459603111 2.459127637 2.466317753 4.75474600E-4 8.78434627E-3
0.3 3.004166024 2.989526989 3.008446198 1.46390346E-2 6.71464238E-3
0.4 3.669296668 3.639906558 3.670966075 2.93901095E-2 4.28017530E-3
0.5 4.481689070 4.436368357 4.480623676 4.53207120E-2 1.66940660E-3
0.6 5.473947392 5.410877199 5.469999602 6.30701930E-2 1.06539323E-3
0.7 6.685894442 6.602543539 6.678848278 8.33509031E-2 3.94779010E-3
0.8 8.166169913 8.059193133 8.155711009 1.06976780E-1 7.04616392E-3
0.9 9.974182455 9.839286446 9.959873729 1.34896009E-1 1.04589050E-2
1.0 12.18249396 12.01426487 12.16375163 1.68229086E-1 1.43087258E-2

1.87423155E-2
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Figure (2a,b,c) Comparison between exact solution and VIM solutions for the component v(x, t) at
t=0.1,0.5,1 respectively.

3.2 Discussion

In this paper, we consider VIM to obtain
the approximate solution to a nonlinear
system of second-order partial differential
equations with initial conditions as a
function of x and y on the open and bound

region Q= {(x,y): 0<X<1}and J=
{(x, y) : 0<y<1} respectively, 1>0.
The obtained results from the variational
iteration  solution are found at
t=0.1,0.51. We found the numerical

solutions in second-third order
approximation. The comparison of the
obtained results from the VIM with the
exact solution for both components u(x,y,t)
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or v(x,y,t)is made and clarified in Tables
(1,2,3 a,b,c) and represented graphically in
Figures (1,2abc) at 1=0.1,051
respectively. From The tables, one can see
that the accuracy of this method increases
with increasing the iterations. More
precisely, the errors are decreasing with
increasing the number of iterations and,
also we noted that the accuracy of this
method increases with decreasing the value
of time. The results obtained show that
VIM solutions with less iterations converge
rapidly to the exact solution u(x, y, t) or v(x,

Y, t).
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4. Conclusions

In this paper, the variation iteration
method has been successfully employed to
obtain the approximate analytical solutions
of Two-Dimensional Reaction-Diffusion
Brusselator System. The method has been
applied directly without using linearization
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