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Abstract: The logistic regression model and the neural network model are among the best models 

in the bilateral response data and the classification of different medical conditions. Therefore this 

study addressed the comparison between the two models using statistical classification criteria 

(model accuracy, model sensitivity, model specificity, the model's false alarm rate, the area under 

the Receiver Operating Characteristic (Roc) curve, Wrong classification rate). After applying these 

criteria to the study data, we concluded that the neural network model is better than the logistic 

regression model, as it was reached through the final reconciliation of both models that the factor 

of the method of diagnosing stomach cancer has the obvious effect on the classification of the 

patient's condition, and this was confirmed by the relative importance of the factors studied using 

the neural network model, which showed that this factor reached its relative importance 100%, 

which is a very large percentage compared to other variables. 

Keywords: Artificial neural networks; Logistic regression; Classification; Model comparison; 

Model evaluation. 
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 الوستخلص
 حصيُي  فيي بيبَيبث الاجيخجببت انئُب ييت ٔفيي انًُبرج افضم يٍ انعصبيت انشبكبث ٔإًَرج انهٕجسخي الاَحذاس إًَرج يعذ

ببجيخخذاو يعيبييش انخصيُي  الاحصيب يت ة دليت انًُيٕرج   انطبيت انًخخهفت. نزا حُبٔنج ْزِ انذساجت  انًمبسَت بييٍ الاًَيٕرجيٍ انحبلاث

  يعذل خطأ انخصيُي   ٔبعيذ Rocحسبجيت انًُٕرج  خصٕصيت انًُٕرج  يعذل الاَزاساث انخبطئت نهًُٕرج  انًسبحت ححج يُحُٗ 

اس انهٕجسيخي  كًيب حيى حطبيك ْزِ انًعبييش عهٗ بيبَبث انذساجت حٕصهُب انٗ اٌ إًَرج انشيبكبث انعصيبيت افضيم ييٍ اًَيٕرج الاَحيذ

انخٕصم ييٍ خي ل انخٕفييك انُٓيب ي نكي  انًُيٕرجيٍ انيٗ اٌ عبييم طشيميت حشيخين ييشع جيشطبٌ انًعيذة  نيّ الا يش انٕا ي  فيي 

حصُي  حبنت انًشيض  ْٔزا أكذ يٍ خ ل الاًْيت انُسبيت نهعٕايم انًذسٔجيت ببجيخخذاو اًَيٕرج انشيبكبث انعصيبيت انخيي بيُيج اٌ 

 % ْٔي َسبت كبيشة جذا ليبجب ببنًخغيشاث الاخشٖ .011ج اًْيخّ انُسبيت  ْزا انعبيم بهغ

 .الٌوورج ، تقيين الٌوورج هقارًت التصٌيف،  اللوجستي،  الاًحذار الاصطٌاعي، العصبيت الشبكاث9 الوفتاحيت الكلواث

1. Introduction 
Logistic regression analysis examines the relationship between the dependent variable and a 

set of independent (illustrative) variables. Logistic regression is used when the dependent variable 
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has only two values, such as 0 and 1 or Yes and No. Although the data type used for the dependent 

variable is different from multiple regression[5], the practical use of the procedure is similar. The 

binary logistic regression and the polynomial logistic regression are calculated for both digital and 

categorical independent variables. It reports on the regression equation as well as the quality of fit, 

probability ratios, confidence limits, probability, and deviation. It performs a comprehensive 

analysis of the remains including the remaining diagnostic reports. It can perform an independent 

variable subset search, find the best regression model with the fewest number of independent 

variables, and provide ROC curves to help determine the best classification breakpoint. 

2. The concept of logistic regression 
Logistic regression is one of the regression models in which the relationship between the 

dependent variable is (Dependent) Y and the independent (interpreted) variables X are nonlinear, 

often taking the model's response function The response function often takes the form S.[16]: 

Let                                
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The logistic regression model is given by the  equations: 
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The term   (
  

  
) becomes zero and drops out ,when the prior properties are assume equal , the    

are population regression coefficients that are to be estimated from the data, In terms of 

probabilities, they are nonlinear. Then 

The corresponding non-linear equations are[9]: 
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 (2) 

 

Since        because all regression coefficient is zero. 

Since     may be represent as fallow: 

                      

2.1.The Logit and Logistic Transformations 

The logistic model is classified as nonlinear models that can be converted into linear models 

These models are called implicitly linear models. Statisticians usually tend to linearly convert these 

models to remove the curves of their parameters due to the negative effect of these curves in the 

case of their presence on the properties of the least-squares estimators of them and then the 
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predicted response values, where these estimators are often biased and not distributed Naturally, its 

variations are not the smallest possible, which makes the results of the tests misleading, and there 

are several transformative procedures, including the logarithmic function that works to combine and 

compress high values in the data and expand and individualize very small values in them[13]. 

The Logit, the natural logarithm of Odds, is a linear structure of the explanatory variables, and 

the logistic regression model can be expressed in a linear relationship with the probability log, 

according to the following equation[6]: 
 

           (
 

   
)                      (3) 

 
           

 

Log function has a major function, which allows the application of linear regression when 

analyzing relationships For data with two dependent variables, hence the logistic regression 

indicates to the regression models that include the log as a dependent variable in the equation, and 

calculates the amount of the change in the logarithm of the weighting coefficient of the dependent 

variable and not in the dependent variable itself as in an analysis Linear regression[5]. 

2.2.Estimation of logistic regression coefficients 

To estimate the logistic regression coefficients, the Maximum Likelihood  Method is used, and 

it is one of the most appropriate methods for all linear and non-linear models, and the Maximum 

probability method is an iterative method that depends on the frequency of mathematical operations 

several times until the best estimate of the coefficients is reached. 

Let 
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Where the     is the probability of linear equations in the logit. 

The Likelihood for a sample of N observation is: 
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    , The Logliklihood is:  
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To obtain estimates of the parameters  that maximize the goal, and when the target function 

is derived relative to For the parameters to be estimated and made equal to zero . The resulting 

likelihood equations are[9]: 
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Where  g=1,2,…,G and  m=1,2,…q. and When g=1, all coefficient are zero. 

Since the nature of parameters is nonlinear, we use the  Newton-Raphson method to solve 

these equations. the information matrix     , which is formed from second partial derivatives. May 

be made form this method. The elements of the information matrix are given by[11]: 
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2.3. Check the suitability of the model as a whole 

The first step in the process of appropriately assessing the model that has been reconciled is usually 

an indicative evaluation Variables as a whole in the model, determine whether the explanatory 

variables as a whole in the model are related Statistically significant with the dependent variable or 

not. There are several important measures that help in evaluating the final model[8] that has been 

reconciled to the data, which are 𝑅2 statistics, classification tables in addition to the ROC curve 

analysis[7] 

2.4. statistics R
2
 

In the logistic regression model, substitute the coefficient of determination, which is used to 

determine the extent The suitability of the proposed regression models for the study data with 

Nagelkerke matchmaking statistics, Cox & snell 𝑅2
 which have the R

2
 statistic aim is the same 

multiple linear regression[7]. 
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   (9) 

 

Where: L0 is Maximum Likelihood Function Contains only the fixed term. 

           : L1 IS Maximum Likelihood Function contains all  explanatory variables. 

           : N , Sample size. 

3. Classification table 
A table that shows the number of observation cases that have an attribute and the number of 

observation cases It does not possess that quality, as opposed to the number of expected cases that 

possess the quality and the number of expected cases That do not have that adjective, so the table 

shows the number of instances that were correctly classified And the number of cases that were 

classified incorrectly[7]. 

The basic idea of the analysis is to expect the cases to be classified correctly according to a 

criterion, because that gives evidence that the model matches the observation data, and table (1) 

shows the general form of the classification table. 
 

Table (1): Classification table 

Classification 
Expected 

Total 
Positive Negative 

Observation 
Positive 

True positive 

TP 
False negative FN R 

Negative False positive FP True negative TN -R 

 S -S 1 
 

3.1.Receiver Operating Characteristic(ROC) Curve Analysis[1][3] 

The area under the ROC curve, which ranges from zero to one correct, is given a measure of the 

model’s ability to distinguish between the states that possess the trait being examined and those that 

do not have the trait, and it is considered one of the best measures of classification accuracy. The 

area under the shell diameter is equal to 0.5. The higher the model's discriminatory power and the 

curve away from the shell diameter towards the upper left corner, the greater the area under the 

ROC curve until it reaches the value of one true. Which means complete discrimination of cases. 

4. Artificial Neural Networks 
Artificial neural networks are a structure with a parallel information structure, which consists 

This structure of processing units that process information and are called neurons or elements 

calculation, the signals between the neurons pass through the binding lines, and each neuron 

represents a local memory . Each connecting line is also attached to a weight (a specific numerical 

number that strikes with the signals entering the neuron)[2] and then applies to each neuron an 

activation function on the network input, which represents the sum of the weighted input signals to 

determine the resulting output signal. 

Figure (1) shows the smart neuron k which has n of inputs X1,X2,…,Xn and each Entrance  is 

weighted before it reaches the neuron k through the link weights Z1,Z2,…,Zn also, the neuron has an 

activation or activation function that determines the output of the YK neuron and there are different 
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types From the activation functions, but the exponential function sigmoid, which takes the values 

between o to 1, used  a lot  and is by the following formula[10]: 
 

   
 

         
   (10) 

 

Where: Yk: It represents the neuron output k. 

            netk : ∑        , Which represent Which represented the sum of the weights of the inputs to 

the neuron, and the aim of the activation function is to confirm the limited outputs of the neuron. 

 

 

 

 

 

 

 

Inputs 

(Outputs from previse layer) 

 

Weighted sum Activation function 

Figure (1): The neuron or treatment component 

Each neuron network has its architecture, the number of neurons, and its method of 

interconnection. There are different types of network architectures and each type is used for a 

specific purpose, but the front-feeding algorithm of the neuronal network is famous and widely 

used. 

4.1.Neural networks with forwarding feeding 

The neural networks with the forward nutrition are divided between the input layer, the hidden 

layer, and the output layer. Each layer contains a different number of neurons, and each neuron in 

the input layer is bound to all the neurons in the hidden layer and each neuron in the hidden layer is 

associated with all the neurons present in the output layer as shown in figure (2). 

 

This type of neural network has a forward path in feeding information and has no feedback 

track The number of neurons in the input layer and the output layer is determined by the number of 

inputs and outputs of the problem. Each neuron receives inputs from the rest of the neurons through 

the balanced links and after processing them, inputs to the following neurons and the activation 

level of the neuron in the input layer is determined according to the response to the inputs received 

and the activation level is a function of the weights accompanying these links. 
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Figure (2): A typical structure of the frontal neural network 

4.2. Retroactive learning 

The reactionary learning algorithm is a supervised learning method that is used to train neural 

networks Front feeding In this way of learning, inputs are handled through the neural network, the 

outputs are compared with the real outputs, and errors, differences, are used to update the link 

weights to reach the lowest sum of squares[14]. 

Figure (2) is used to illustrate the way of retroactive learning, if they are values              , 

The input vector and the output values required for these inputs are information and were ,N The 

size of the trained sample and the goal of the learning process Calculating the total weights Zlk, 

Also, for neural network links that reduce the sum of squares of errors between the real and network 

outputs QJ to the lowest possible level, the learning objective can be written as follows[15][17]: 

 

     ∑(     )
 

 

  (11) 

 

The continuous change of weights helps to reach the smallest value of the error function. The 

reactionary learning process includes several steps, as follows: 

1. Randomly change weights. 

2. The value vector for the XL training is as an input vector to the input layer and by using an 

activation function, for example, the exponential function, the output of each neuron will be 

calculated as follows: 

 

𝑅           
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     ∑                                    

 

  

 

3. The neuron outputs in the hidden layer are used to calculate the outputs of the neurons in the 

output layer, which are the outputs of the neural network. 
 

    (    )  

 

     ∑   𝑅              

 

  

 

4. The weights of the neural network are updated to reduce the error value calculated for each 

neuron of the output layer. First, the weights associated with the neurons in the hidden layer 

and the output layer must be updated using the following formula: 

 

                        (12) 

 

           𝑅            (13) 
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Where:           Total weights in the iteration (t+1). 

                   , Total weights in the iteration(t). 

            
   

     
 , It is the derivative of the activation function used in the output layer. 

                   , Constants are between 0,1, They are used to control and improve the efficiency of 

the training process    Learning rate and   learning moment. 

 

5. After updating the weights that link the neurons in the hidden layer to the output layer, the 

weights that link the inputs to the hidden layer are updated as follows: 

                         (15) 

 

Where: 
 

                        (16) 
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Where the term 
   

     
 , It is the derivative of the activation function of the neurons in the hidden 

layer. 

5. The practical frame 
In this study, we will apply logistic regression and neural networks, and we will evaluate the 

classification accuracy based on some classification indicators in addition to the Roc curve, then we 

fit the final model for both applications to determine the most important factors affecting increase 
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deaths stomach cancer, and we will use data on stomach cancer From the Iraqi Cancer Center at the 

Ministry of Health 2017. 
 

5.1. Logistic regression model 

We are interested in studying gastric cancer mortality, which is the dependent variable in the 

analysis that takes two values (1 if the person is deceased, 2 if the person is alive), and Table 1 

shows the classification table for the logistic regression model. 

 

Table (2) classification of logistic regression model 

Is the person dead? 
Prediction 

Total 
No Yes 

Observation 

No 508 16 524 

Yes 39 151 190 

Total 547 167 714 

a model Accuracy 92.29% 
model sensitivity 90.42% 
a model Privacy 92.87% 
The model's false alarm rate 7.13% 
The area under the Roc curve 91.11% 
Wrong classification rate 7.70% 
 

We note from Table (2) that the logistic regression model was able to accurately classify up 

to 92.29%, as it was able to classify 508 items out of 524 items, it was correctly classified by people 

still alive at a rate of 96.94%, while the model managed to classify 151 items Of the 190 people 

who died of stomach cancer, a correct classification with a rate of 79.47%, and based on the 

sensitivity of the model that reaches 90.42% indicates that the model can correctly predict 

depending on the explanatory variables into the model by 90.42% for people who died of stomach 

cancer, either Regarding the specificity of the model 92.87%, it indicates that the model  You will 

prediction correctly based on the studied explanatory variables at 92.87% for people still alive. The 

model has also predicted people who considered them dead even though they are still alive at a rate 

of 7.13%, this is explained by the value of The model's false alarm rate for the model that reaches 

7.13%, and the classification error rate  the model  7.70%. 

Through Figure (3), which shows the Roc curve in relation to the sensitivity of the model, 

the area under the curve is 91.11%, and it must be mentioned that the area under the curve is more 

than 50% the better the classification. 
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Figure (3): shows the Roc curve with respect to the sensitivity and specificity of the 

logistic regression 

5.2. Neural network model 

Table (3) shows the classification according to the neural network model 

Table (3) classification of the neural networks model 

Is the person dead? 
Prediction 

Total 
No Yes 

Observation 

No 519 5 524 

Yes 37 153 190 

Total 556 158 714 

a model Accuracy 94.12% 
model sensitivity 96.83% 
a model Privacy 93.34% 

The model's false alarm rate 6.65% 
The area under the Roc curve 93% 

Wrong classification rate 5.88% 
 

Through Table No. (3), we note that the neural network model has reached an accuracy of 

94.12% and that the model was able to correctly classify 519 items out of 524 items from people 

who are still alive with a rate of 99.1%, and the group of people who died A correct classified, 153 

items were classified out of 190 items, with a rate of 80.53%. As for the sensitivity of the model, 

which is 96.83%, it indicates that the model, and based on the studied explanatory variables, was 

able to correctly predict up to 96.83% for people who died of stomach cancer, while the specificity 

of the model was 93.34%, It indicates that the model was able to classify correctly depending on the 
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studied explanatory variables is 93.34% for people who are still alive, and the rate of false alarms 

for the model was 6.65%, meaning that the model can predict persons dead but that they are still 

alive and that reaches 6.65%, while the wrong classification rate of the model has been It reached 

5.88%. 

As for the area under the Roc curve, it reached 93%, which is greater than 50%. The higher 

the area under the Roc curve, the better, as shown in Figure (4), which shows the Roc curve 

concerning the sensitivity of the model. 

 

 

Figure (4) Roc curve, sensitivity and specificity of the neural network model 
 

5.3. Comparison of models 

After examining the classification according to the logistic regression model and the neural 

network model, it is necessary to compare the two models based on criteria (model accuracy, model 

sensitivity, model specificity, model false alarms rate, area under the Roc curve, wrong 

classification rate), and it turns out that the neural network model is more efficient than the logistic 

regression model, as the classification according to the neural network model was more accurate 

and more effective. Table (4) shows this according to the classification criteria. 
 

Table (4): Classification  criteria for logistic regression model and neural network model 

Classification criteria Logistic regression model Neural network models 

a model Accuracy 92.29% 94.12% 
model sensitivity 90.42% 96.83% 
a model Privacy 92.87% 93.34% 

The model's false alarm rate 7.13% 6.65% 
The area under the Roc curve 91.11% 93% 

Wrong classification rate 7.70% 5.88% 
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We note from Table (4) that the accuracy criterion for the model according to the model of 

neural networks is 94.12%, which is greater than the accuracy of the logistic regression model, 

which is 92.29%, and this gives preference to the model of neural networks, the more accurate the 

model is the best, the criterion for sensitivity of the model of neural networks was equal to 96.83% 

While the sensitivity of the logistic regression model is equal to 90.42%, this gives preference to the 

model of neural networks depending on the sensitivity of the model because if it is higher was 

better, the specificity of the neural network model is equal to 93.34%, which is greater than the 

specificity of the logistic regression model which is 92.87%, and this gives preference to the model 

For neural networks given that the specificity of the model the higher the specificity, the better, 

while the rate of false alarms for the model of neural networks is 6.65%, while the rate of false 

alarms for the logistic regression model 7.13%, this gives preference to the model of neural 

networks because the rate of false alarms the less the better. As for the area under the Roc curve, the 

neural network model was 93%, and the logistic regression model was 91.11%. This gives 

preference to the neural network model because the area under the Roc curve the higher the better, 

and finally the wrong classification rate, the neural network model was the 5.88% and the logistic 

regression model is 7.70%, and this gives preference to the neural network model at the expense of 

the logistic regression model. The lower the error rate of classification, the better. 

 

5.4. Fit the final model 

 First: Fit the logistic regression model 

To verify the suitability of the model,     was used, which is statistically significant at the level 

of significance 0.05, which means that the  statistical model was fitted, which includes five 

variables (class, age, profession, disease diagnosis method, degree disease), statistically significant 

in a decrease the value of the logarithm of the maximum likelihood of the model that includes a 

intercept term only from 707.880 to 247.742 in the case of the model that contains the explanatory 

variables studied in the model, and this also means that the model that includes the explanatory 

variables explains the classification of the condition to the deceased and is still alive, and he 

predicts that is better than the model Which does not contain  explanatory variables, as shown in 

Table (5). 

Table (5): Fit the logistic regression model 

Likelihood Ratio Test 
-2 Log Likelihood Model 

Sig df    

   707.880 Intercept only 

0.000 5 460.139 247.742 Final 
 

It is also clear from Table No. (6) that the studied explanatory variables contributed to the 

interpretation of about 69% using the R2 Nagelkerke coefficient, and 47% using the R2 Cox & 

Snell coefficient, from the variables in the patient's case (dependent variable), and this indicates that 

there are a number Of the variables contributing to the interpretation of the dependent variable were 

not taken when studying the model. 

 

Table (6): Measures the scientific significance of the studied model 

R2 Cox & Snell R2 Nagelkerke -2 Log likelihood 
0.47 0.69 247.742 

There is also another statistic for R2 denoting 𝑅 
  and calculated as follows: 

 

𝑅 
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That is, the explanatory variables studied within the logistic regression model contribute 

65% to the reduction of the logarithm of the weighting function of the model that includes the fixed 

term only, and this scale is good and important in explaining the scientific significance of the model 

because it relied on reducing the logarithm of the weighting function. 

As shown in Table No. (7), which shows estimates of the model parameters, standard error, 

degree of significance of factors, Wald test and value ((Odds Ratio Exp (B)), that the moral variable 

method of diagnosing the disease at the level of significance is 0.05, and the patient's age variable is 

significant at the level of Significance 0.1, and therefore it can be concluded that these variables 

have a significant effect on the dependent variable. 

Also, the Wald statistics for the variable of the diagnostic method reached 219.48, which 

means that the logistic regression model for the diagnostic method differs from zero. It also means 

that this variable has a high ability to classify predictive power, and it is also considered the best 

moral variable to distinguish between the patient's condition. Also, the patient's age variable comes 

in the second stage, because the value of the Wald statistic was 2.709 at the level of significance 

0.1, and this means that adding the patient's age variable to the variable of the diagnostic method 

contributes to increasing the ability of the model to predict the classification of the patient's 

condition. 

Table (7): Estimating the parameters of the logistic regression model 

95% CI for EXP(B) 
EXP(B) Sig. df Wald S.E B Variable 

Upper Lower 
1.681 .364 .782 .529 1 .396 .391 -0.245735 Gender 

1.913 .945 1.344 .100 1 2.709 .180 0.296001 Age 
1.134 .661 .865 .294 1 1.099 .138 -0.144475 Occup 
.198 .121 .155 .000 1 219.481 .126 -1.865843 Basis 
1.384 .815 1.062 .655 1 .199 .135 0.060236 Grad 

 

 Second :Fit the final model using the neural network model 

It must be mentioned first that there are names of some terms that differ in neural networks from 

those in the commonly used statistical models. Explanatory variables are called inputs and 

dependent variables are called training values or target values. As for the predicted values, they are 

called outputs. Finally, weights, whose values are positive, and the sum of them is equal to one 

called the parameters, and secondly, the use of neural networks for data is 100% available for 

Training and 0% for the Testing. 

The inputs of the neural network were represented in the five studied explanatory variables, and 

the outputs are the dependent variable (patient's condition). After application it was found that the 

network training outputs according to Figure (5) that the network had been trained through stimulus 

functions (hidden layers) and 4 hidden neurons of the model were estimated, and from During 

which the model was able to explain the studied phenomenon, as some of these weights were less 

than zero as shown in Table (8). 
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Figure (5): Network training outputs 

Table (8): Estimation of model parameters resulting from network training 

Predictor 

Predicted 

Hidden Layer 1 Output Layer 

H(1:1) H(1:2) H(1:3) H(1:4) [Status=1] [Status=2] 

Input Layer 

(Bias) -.672- .755 2.884 1.079   

Sex .272 -.151- -.033- -.319-   

Age .055 -.411- .011 -.247-   

Occup -.166- .043 -.018- .072   

Basis .048 .645 1.693 .855   

Grade -.442- -.577- .001 -.259-   

Hidden Layer 1 

(Bias)     .978 .017 

H(1:1)     .105 -.111- 

H(1:2)     -.268- .265 

H(1:3)     -1.017- 1.020 

H(1:4)     .395 -.392- 
 

Table (9) shows the degree of importance for each factor affecting the patient’s condition 

using the neural network model. It turned out that the method of diagnosing the disease is the most 

influential factor of 100%. As for the following factors, they are of little effect compared to the 

method of diagnosing the disease, the patient’s age by 8.1%, then the Degree of illness by 7.6%, 

class, and profession by 3.8%. 
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Table (9): The relative importance of each factor affecting the patient's condition 

Variable Importance Normalized Importance 

Gender .031 3.8% 

Age .066 8.1% 

Occup .031 3.8% 

Basis .812 100.0% 

Grade .061 7.6% 

6. Conclusions 
After applying the logistic regression model and the neural network model on the sample taken 

from the Iraqi Cancer Center at the Ministry of Health for the year 2017, the following conclusions 

were reached:  

1. Using the evaluation criteria (model accuracy, model sensitivity, model specificity, The 

model's false alarm rate, The area below the Roc curve, Wrong classification rate), a 

comparison is reached between the logistic regression model and neural network model, 

preference of the neural network model for application to study data. 

2. The results also showed the efficiency of the inferred model in predicting the classification 

of the patient's condition. 

3. The results indicated that the factor of the disease diagnosis method is a variable with a 

significant effect, with a level of significance less than 5%, using the logistic regression 

model. 

4. The explanatory variables studied in the inferred model succeeded. An explanation of 0.47% 

to 0.69% of the changes in the dependent variable, according to the value of the extracted 

R2, but according to the results there are other variables not included in the model that may 

affect, for example, the economic condition of the patient, is there A member of his family 

has stomach cancer ... and others. 

5. The efficiency of the correct classification was 100%, which is a high percentage indicating 

the relative importance of the explanatory variables, as it was found that the neural network 

has appropriately learned and trained. 

6. The results indicated that the most influencing factors on the patient's condition according to 

the logistic regression model (method of diagnosing the disease, patient's age, grade, gender, 

and profession). 

7. The factor of the method of diagnosing the disease was the factor 100% the most 

influencing the dependent variable, and the gender and profession workers were the least 

influencing the dependent variable by 3.8%. 
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