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Abstract 

            Classification is a significant technique for data mining with wide applications to identify the different 

categories of data used in virtually every area in our lives. Classification is used to label the individual in 

relation to the predefined groups according to the characteristics of the individual. This paper sheds light on 

performance appraisal based on (precision, Recall, F-measure) data classification analysis using a 

classification algorithm (LogitBoost and Naïve Bayes). The Naïve Bayes, algorithm, is based on probability 

and the LogitBoost algorithm is based on the finding that Adaboost basically matches the training data using 

an additive logistic regression model. The paper sets out, to render comparative analyses of Naive Bayes and 

LogitBoost classifiers in the context of job classification dataset, Experimental results revealed that 

LogitBoost has highest result in (precision = 82.73 percent, recall = 83.33 percent, F-measure = 82.31 percent) 

compared to the Naive bayes algorithm for the data set mentioned above. 
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 الخلاصة 

ا  تت            التصنيف هو تقنية مهمة لاستخراج البيانات مع تطبيقات واسعة لتحديد الفئات المختلفة من البيانات المستتتخدمة  تت  كتت  مجتتاا تقريبتت 

لأدام حياتنا. يستخدم التصنيف لتسمية الفرد  يما يتعلق بالمجموعات المحددة مسبق ا و ق ا لخصائص الفتترد. يلقتت  هتتحا البحتتع التتتوم علتت  تقيتتي  ا

و   Naïve Bayes( باستتتخدام خوارزميتتات التصتتنيف )  Fالقياس تعتمد القائ  عل  تحلي  تصنيف البيانات )الدقة، الاسترجاع، تعتمد خوارزمية
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LogitBoost  )  تعتمتتد خوارزميتتة (Naïve Bayes علتت  الاحتمتتالات )وتستتتند خوارزميتتة (LogitBoost)  التت  اكتفتتا  ا Adaboost  

 Naïve) مقارنة لمصنفات    يطابق بيانات التدريب بفك  أساس  باستخدام نموذج الانحدار اللوجست  الإضا  . تحدد الورقة، لتقدي  تحليلات 

Bayes   وLogitBoost )   سياق مجموعة بيانات تصنيف الوظائف. كففت النتائج التجريبية أ  (LogitBoost) لديه أعل  نتيجتتة  تت  )الدقتتة

لمجموعة البيانتتات المتتحكورة  (Naive bayes) بالمائة( مقارنة بخوارزميةF = 82.31 بالمائة ، قياس 83.33بالمائة، الاسترجاع =  82.73= 

 أعلاه.

 الدقة، الاسترجاع ، LogitBoost، Naïve Baye   خوارزميات التصنيف، الكلمات المفتاحية :

 

1. Introduction  

Data mining is a tool used to characterize an 

exploration of information and to look for essential 

relationships such as patterns, correlations and 

variables within databases [1,2]. It is growing in 

numerous applications, such as organic compound 

analysis, diagnostic of drugs, targeted marketing, 

product design identification of credit card fraud, 

financial forecasting, automated classification, 

estimation of television audience shares, etc. Data 

mining refers to the review of large quantities of 

knowledge stored on servers [3]. It is not unique to 

one sort of media, or any kind of knowledge 

archive should be subject to data mining. Data 

mining is being put into use and studied for 

databases, including relational databases, object-

relational databases and object oriented databases 

[4], data warehouses, transactional databases, 

unstructured and semi-structured repositories such 

as the World Wide Web, Advanced databases 

including relational databases, databases of 

multimedia, databases of time series and textual 

databases, and also flat files [5,6].There are many 

methods of data mining that can be used to derive 

important  information from big data. Data mining 

has several roles including classification and 

predication, clustering and association rule mining 

[7]. In addition, classification is one of the most 

useful data mining strategies for constructing the 

classification models from an input data set [8]. 

The classification techniques used typically 

construct models which are used to forecast future 

patterns in results. There are several data 

classification algorithms which include the decision 

tree, Classifiers for Naïve Bayes and classifiers for 

LogitBoost [9]. The objective of this study 

therefore focuses on the data classification and 

performance measurement of the classifier 

algorithms based on precision, Recall, F-measure 

produced by the algorithms when applied to the 

data set. This paper is regular as follows: Section 2 

presents the classification algorithm (LogitBoost, 

Naïve bayes). Data set Collection and Description 

is presented in section3. Measuring performance is 

presented in section4. The Experimental Work and 

Result are presented in section5. Section6 presents 

the conclusion. 

2. Classification Algorithm   

A-LogitBoost  

This is a boosting algorithm (Jerome Friedman, 

Trevor Hastie, and Robert Tibshirani) which 

implements it. Newton 's adaptive measures were 

used by the Logit Boost algorithm to match the 

most identical logistic model with greater 

probability. [10]. The Logit Boost is intended to 
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achieve a better version of Adaboost on the 

grounds that the binomial variance is constrained 

by this algorithm and that the binomial variance 

gives less weight to wrongly classified objects [11]. 

A Logit Boost thus defines higher weights for the 

inaccurate grouping of objects that are normally 

made up of more relevant details. A significant 

benefit in collecting data for multilevel categorical 

forecasts is the regression model for each of the 

fusion measures [12]. The algorithm begins with an 

introduction to the following parameters: 

 

𝑤𝑛1 = 1/ N1 (𝑤: Each class's weight) 

F(x1) = 0  (The classifier of output) 

P(xn1) = ½ (Weighted probabilities in each class)  

 

Then for n1= 1, 2,….N1. The working, weighted, 

and weighted probability response is determined in 

the equations below [13]: 

 

 Y1´=  
𝑦𝑛1−𝑝(𝑥𝑛1)

 p(xn1)(1−p(xn1))
 

 

𝑤𝑛1 = p(𝑥𝑛1)(1 − 𝑝(𝑥𝑛1 ))  

 

p(x1) = 
e F(X1) 

e F(X1)+e−F(X1)
 

 

where yn1 * ∈ {0,+1 }( label for class)  

 

p(xn1): The chance that the object belongs to a 

class. The weights and performance classifier are 

modified for each reiteration after calculating the 

regression model fm(x), where m is the repetition 

index, Updating the weights and output classifier:  

 

F(X1) = F(X1) + 
1

2
 fm1(x1) 

Lastly, normalized weights and the output classifier 

are calculated in equation: 

 

Sign [F (X1i)] = sign ( ∑ fm(x11) M m1=1 ) 

B- Naive Bayes 

This Bayesian Classification is used as a 

probabilistic learning strategy and each 

characteristic of the Bayesian algorithm is 

autonomous in estimating any other characteristics 

[14]. This classification process is a supervised 

classification of probabilistic learning and 

statistics. The clear probabilities of the hypothesis 

are determined and the noise in the input data is 

high. The probability of event A can well depend 

on events B and A, which are said to precede or 

coincide with case B. Based on any proof (x) that 

could be found, the basic concept of Pace 's base is 

that result an incident should be predicted. The 

Naïve Bayes is a basic classifier of probability 

statistics focused on the interpretation of the 

Bayesian theory of probability [15]. The principle 

of Bayes will measure the posterior likelihood of 

P(c1 / x1) from P(c1 ) , P(x1), and P(x1 / c1). As seen 

below in the equation [16]: 

 

p(c1/x1) = 
p(x1/c1)∗p (c1)

𝑝(𝑥1)
     

  

where: P(c1/x1): Posterior’s probability of class 

(predictor (x1, attributes), (c1, target)  

P(c1) : class's prior probability. 

P(x1/c1): It is the likelihood that is the probability 

of the index of a specific 

P(x1): Is the previously probability of predictor of 

class. 
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The main benefit of Naive bayes, it takes a short 

computational time to plan training for, enhances 

the order classification by distinguishing the 

irrelevant properties and has great efficiency 

[17,18]. 

 

3. Data set Collection and Description  

This study is using data source from the website 

(www. kaggle.com). It is a data collection obtained 

on January 7, 2017, providing some information on 

the work category Creation of a data classification 

model. For experimental purposes, this study 

explores 66 instances with 8 task attributes, the 

attributes are grouped into eight groups after 

deletion of inconsistencies in the data set 

(Education Level, Pay Grade, Org Impact, 

Experience, Supervision, Problem Solving, Contact 

Level, Financial). 

 

4. Measuring performance  

The most popular execution efficiency assessment 

approach is implemented to test the appearance of 

different entity collection methods and classifiers 

[19], Recall and precision are used to assess two 

types of classification accuracy. Precision indicates 

the percentage of right (true positive) 

classifications equivalent to the overall number of 

(false positive and true positive) classifications. 

While Recall means the number of right cases (true 

positive), which corresponds to the utter number of 

right cases (false negative and true positive) [20]. 

Precision is a measure of accuracy that defines the 

portion of relevant elements recovered from all 

recovered elements. The Recall is the measure of 

the completeness and specifies the portion of 

related elements recovered from all related element 

[21,22]. The Precision and Recall can be calculated 

in equations below [23]: 

 

 precision = 
TP

TP+FP
 

 

Recall = 
TP

TP+FP)
 

 

Where: -  

TP: True positive rate.  

FP: False positive rate.  

One of the composite tests of precision and Recall 

is the F-measure. In General, F1 is a common 

measure of F-measure. The ranking for F1 holds 

the equilibrium between memory and accuracy. It 

is possible to determine [24], F1 can be calculation 

in equation below [25]. 

 

𝐹1= 2 ∗ 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙
 

 

5. Experimental Work and Result  

This research performed the classification using 

LogitBoost and Naïve Bayes algorithm in a job 

classification dataset. Below tables show the 

performance of the two algorithms based on 

different parameters. 
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Table 1: Comparative study of Naïve Byes and LogitBoost algorithm based on precision measure 

 

 

 

 

 

 

Figure 1: Algorithms vs. precision Graph 

 

Observation from Table1 and Figure1: From the 

comparative study of the two algorithms, the 

LogitBoost algorithm shows the maximum rate of 

precision measure (82.73%). 

 

Table 2: Comparative study of Naïve Bayes and LogitBoost algorithm based on Recall measure 

 

 

0

50

100

Naive Bayes  Logit Boost

precision 

precision

Sequence Classifier                        Precision% True Negative Rate True Negative Rate % 

1 Naive Bayes 68.50 

2 LogitBoost 82.73 

 

Sequence Classifier Recall % 

1 Naive Bayes 68.18 

2 Logit Boost 83.33 
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Figure 2: Algorithms vs. Recall Graph 

Observation from Table 2 and Figure 2: In this 

comparison also LogitBoost algorithm is showing 

the recall value (83.33 %), which is greater than 

Naïve Bye algorithms. This means LogitBoost 

algorithm is highly significant based on recall 

measure. 

 

Table 3: Comparative study of Naïve Bye and LogitBoost algorithm based on F- measure 

Sequence Classifier                    F-Measure % True Negative Rate True Negative Rate % 

1 Naive Bayes 65.17 

2 Logit Boost 82.31 

 

 

Figure 3: Algorithms vs. F-measure Graph 

Observation from Table 3 and Figure 3: Here 

LogitBoost algorithm is showing high rate of m-

measure. this algorithm is efficient than the other 

algorithm in terms of F-measure. 

6 - conclusion  

This study aims to explore and evaluate the 

performance of LogitBoost and Naïve Bayes 

0
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Recall

classification ALgorthim 
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F-Measure
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algorithm. Effective result Taken from a job 

classification dataset. The results of the 

experiments are shown in study on accuracy 

measure (precision, recall, F-measure) Naive Bayes 

as well good results but the LogitBoost gives more 

rating in (precision, Recall and F-measure). It can 

be concluded that LogitBoost algorithm is highly 

efficient than algorithm mention above in the 

purpose of classification and analysis. 
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