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Abstract: Intrusion Detection Systems (IDS) become necessary to
protect data from intruders and reduce the damage of the
information system and networks especially in cloud environment
which is next generation Internet based computing system that
supplies customizable services to the end user to work or access to
the various cloud applications. This paper concentrates the views
to be noted that; the attacks in cloud environment have high rates
of Denial of service (DoS) attacks compared with the usual network
environment. This paper will introduce Naive Bayes (NB) Classifier
supported by discrete the continuous feature and feature selection
methods to classify network events as an attack (DoS, Probe, R2L
and U2R) or normal. The influence of use all features and use set of
features by applying two methods of feature selection methods has
been studied in this paper. The performance of the proposed system
was evaluated by using KDD 99 CUP and NSL KDD Datasets, and
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from experimental works the results are; proposal improves the
performance of NIDS in term of accuracy and detecting DOS
attack, where it detected 94%, 97% and 98% of DoS attacks for
three experimental test datasets in KDD Cup 99 dataset when used
twelve features selected by gain ratio, while in NSL KDD Dataset
the accuracy of detecting DoS is 86%, 87% and 88% for three
experimental test datasets when select only ten features by applied
gain ratio.

Keywords: IDS, Data mining, Multiclass classification, and Naive
Bayes (NB)

1. Introduction

Now in these days Cloud environment growing rapidly and is an
ingenious model that make the users access Internet based
applications and data storage services in easy way. The data stored
in remote data center can be accessed or managed through the cloud
services provided by the cloud service providers. So the data store
should be done with utmost care for data preprocessing [1]. As a
result of the growing popularity of cloud, it is important to provide
security to cloud environments, but the traditional security methods
are not enough to ensure security for cloud environments, so it is
important to provide IDS which becomes an essential component in
terms of cloud security [2].

IDS is a security tool used to strengthen the security of
information system and communication by detecting unauthorized
intrusions into networks and computer systems [3]. Intrusion
detection (ID) methods can be classified into misuse detection and
anomaly detection, where in misuse detection the system collect
the information, analyze and compare with huge databases of attack
signatures while in anomaly detection, the system manager defines
the baseline or criterion such as protocol, network traffic load,
packet size and breakdown [4].
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Data mining (DM) is the process of extracting relevant
information from huge database, ID is a data analysis process
where DM techniques are used to automatically discover and detect
normal and intrusive patterns. DM commonly involves four classes
of task. Clustering, Classification, Regression and Association rule
learning [5]. Classification is the process of taking every instance in
the dataset and determining which class is belong to, that means
known structure will be used for new instances [6].

2. Naive Bayes Classifier

Naive Bayes classifier (NB) is a popular DM classification
method that has been applied to several fields, including 1D, which
depend on applying Bay's theorem with strong independence
assumption. That means the probability of a feature doesn't
influence the probability of the other features [7]. NB classifier has
two types of variables: the class C variable and a set of features
X ={X;;X,;...; X,}, on a dataset D which consists of {E;,
E,,..., E.} instances and can be defined as the Eq. (1), Then, with
the consideration of Naive assumption of independence of the
attributes given the class as in Eq. (2) [8].

c(E) = argmax.c. P(c)P(a,,a,,..,a,lc)  Eq. (1)

P(Elc) = P(ay,a,,..,aylc) = [k, P(a;|lc) Eg.(2)

The conditional independence assumption leads to posterior
probabilities. NB classifier is easily constructed because of the
simplicity of computing P (C) and P(a;|c). NB classifiers simplify
the computations and give high accuracy and speed when applied to
large databases [9].

The feature selection method is still an important preprocessing
step in IDS; one of the most common methods in feature selection
is information gain (IG) which measure the information gain of
each attribute by evaluating the worth of an attribute based on
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entropy with respect to the class; the attribute which have higher
entropy is the more information content. Entropy can be defined as
a measure of uncertainty of the system. The Expected information
(Entropy) of a feature Y is defined as Eq. (3), Information needed
(after using A to split D into v partitions) to classify D is mention in
Eq.(4). Information gained by branching an attribute A as in Eq. (5)

[10].
Info D = H(Y) = - Z P(y) Log, P(y) Eq. (3)
yEY
Info, (D) = i M * [(Dy) Eq. (4)
2ol "'
Gain (A)=Info D - Info 4(D) Eq. (5)

Gain Ratio (GR) is a feature selection method that adjusts the
information gain for each attribute to allow for breadth and
uniformity of the attribute values [11]. GR takes the size and
number of branches into consideration when selecting an attribute
as It corrects the information gain by taking the substantial
information of a split into consideration (i.e. the amount of
information needed to determine which branch an instance related
to) where substantial information is the entropy of a distribution of
instances into branches as Eq.(6). This value is the potential
information caused as a result of splitting the training dataset as in

Eq.(7) [12].
v
: _ N\ Ip 2
Split Info, (D) = D] log, D] Eq. (6)
j=1
Gain (A
Gain Ratio (A) = ain (4) Eq. (7)

Split Info (A)
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3. Related Work

In [7], Mukherjeea S. et al., 2012, discussed the importance of
reduce features to build efficient and effective IDS. They
investigated the performance of feature selection methods using
three methods (Information Gain, Gain Ratio and Correlation based
Feature Selection); they proposed method for Feature Vitality
Based Reduction Method to identify the importance of reduce
feature. They applied NB classifier on NSL KDD dataset for ID.
Experimental results showed that selected some Features give
better performance to design effective and efficient NIDS.

In [11], Ghosh P. et al., 2014, proposed a Hybrid Multilevel IDS
to Cloud Environment by applied KNN as a binary classifier for
anomaly detection. Neural Network is applied for detecting
abnormal classes after KNN classification. Before classification,
feature selection has been used to select relevant features. They
used NSL-KDD dataset where all samples of “KDDTraint” used as
training dataset and “KDDTest+” samples are used as testing
dataset. They used Rough Set Theory and Information Gain to
select relevant features. Experimental results show that they get
better accuracy with their proposed hybrid KNN_NN classifier
model for Intrusion Detection.

In [2], Padmakumari P. et al., 2014, presented IDS to Cloud
Environment, by use k-means clustering and combine it with a
frequent attacks generation module for anomaly detection by
applied Apriori algorithm to detect attacks that are frequently
occurring in various network environments. Experimental result
showed that applying clustering algorithm separately for different
attributes enhance the accuracy of detection. The frequent attack
detection module achieved increasing reliability and reduce false
alarm rate. They used KDD 99 CUP dataset to evaluate the
performance of their system.
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4. Datasets and Attacks in Cloud Environment

The KDD Cup 99 10 % dataset is knowledge discovery
competition for network intrusion detection composed of 10% of
the original dataset that is about 494,020 records each of which
contains 41 features (continuous and discrete see Tablel) and is
labeled either normal or attack (DoS, Probe, R2L, U2R). The
dataset has 80.31% attack and 19.69% normal connections. It has
been most widely used in attacks on network [13]. NSL KDD
dataset is a reduced version of KDD 99 dataset, which composed of
the same features as KDD cup 99. The class feature has 21 types
that fall under four kinds of attacks: DOS attacks, Probe attacks,
R2L attacks and U2R attacks see Table 2 [14].

Table 1: Attributes of KDD Cup 99 and NSL KDD Datasets

Continuous Duration, src_bytes, dst_bytes, worong_fragment, urgent,
hot, num_failed_login, num_compromised, num_root,
num_file_creations, num_shell, snum_access _files,
num_outbound_cmds, count, serror_rate, error_rate,
same_srv_rate, diff_srv_rate, srv_count, srv_serror_rate,
sre_rerror_rate, srv_diff _host_rate, dst_host_count,
dst_host_srv_count, dst_host_same_srv_rate,
dst_host_diff _srv_rate, dst_host_same_src_port_rate,
dst_host_srv_diff_host_rate, dst_host_serror_rate,
dst_host_srv_serror_rate, dst_host_rerror_rate,
dst_host_srv_rerror_rate.

Discrete Protocol_type, service, flag, land, logged_in, root_shell,
su_attempted, is_hot_login, is_guest_login.
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Table 2: Description of attacks in KDD Cup 99 and NSL KDD
Datasets

Attack type Description Types

DOS Denial of Service attacks Pod ,Land , smurf,

back etc.

Probe Surveillance and probing Satan, ipssweep, nmap

etc.

R2L Unauthorized access from Guess_passwd,
remote machine to local ftp_write, imap, phf
machine etc.

U2R Unauthorized access to local Rootkit, buffer
superuser priviledges by a overflow, loadmodule
local unpiviledge user etc.

The NSL KDD dataset is different from the KDD 99 dataset in the

following points:[15]

(1) It doesn't have redundant records in training dataset.

(2) It doesn't have duplicate records in testing dataset.

(3) From every difficulty level set, the number of records that
selected is inversely commensurate to the percentage of
records in KDD 99 dataset.

Cloud computing is used to overcome overhead on information
technology (IT) of systems and users by increase system flexibility
and provide high security level and decrease total cost of
ownership. Cloud environment compromise the availability,
confidentiality and integrity of resources or computer systems. But
one of the most important requirements in security of cloud
environment is availability. This Challenge appears as DoS attack,
a major threat to availability which makes resources or services
unavailable for indeterminate period of time by flooding it with
useless traffic [16].
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5. Proposal NIDS for Cloud Environment

The proposed system is multiclass NIDS based on NB classifier
applied to detect DoS attacks that consider the most dangers attacks
especially in cloud environment, the reason of using network
intrusion detection is that the host intrusion detection can be easily
detected by antivirus so the important is to detect the network
intrusion, to evaluate the system we used the well-known dataset
KDD Cup 99 and NSL KDD Dataset, Figure (1) Depicts the
general structure of the proposed NIDS.

The proposed system consists of the following steps

1. Normalization.
2. Discretization.
3. Feature Selection.
4. Training and Testing.
- Feature Building
-g:;g;gtg —31 Selection Classifier
( ) (IG, GR) (NB, HNB)
5(9D0[r) ﬁgﬁ Preprocessing
KDD (Normalization,
Discretazation
Datasets ) Classifier
(Normal,
Test .
—3{ DoS, Evaluation
Dataset Probe,
R2L,
U2R)

Figure 1: Block Diagram of the proposed NIDS

5.1 Normalization dataset

The first step after gain the dataset from Internet is
conversion to access database then applied the normalization
process to the continues feature which is so important to improve
the performance and effectiveness of the system by make the values
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of attribute within specific range from 0 to 1, in our system we used

the Min-Max normalization process (see Algorithm 1).

Algorithm (1) Normalization Dataset

Input: Continuous feature of Datasets(training and testing).
Output: Normalization dataset with values between 0 and 1

Begin

Steps:

For each Feature in Dataset

Find the Maximum value (Max)

Find the Minimum value (Min)
For each value X in Feature

Value X = ValueX—I\'/Iin
Max—Min
End For
End For

End

Example of Normalization
For feature duration
Maximum value= 15168
Minimum value=0

Suppose X= 5051 then
5051—-0
15168 — 0

Xnew = 0.33

5.2 Discretization Dataset

Since the KDD Cup 99 and NSL KDD Datasets contains
continues and discrete feature it is so important to convert the
continuous attribute to discrete to ensure the efficiency of the
system and to solve the problem of appearing new value when

test dataset which it's not appeared in training dataset.
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5.3 Feature Selection

One of the most important preprocessing in data mining
techniques is feature selection methods that used to remove the
redundant and unrelated features in large dataset like KDD Cup 99
and NSL KDD, and to enhance the performance of the system by
using the correct features and reduce the consuming time. In this
study, we used information gain and gain ratio feature selection
methods (see Algorithm 2).

Algorithm 2: Feature selection based on info gain and gain ratio

Input: Training dataset after normalization and discrete processes
Output: Set of feature which have highest gain values

Begin

Steps:

1) compute the size of training dataset D

2) For each class in dataset
find the Pro(c) by dividing the frequency of class on D
compute the entropy of five class to find info D by use Eq.3

InfoD = - Z Pro(normal) Log, P(normal)+ pro(DOS) log, p(DOS) +

pro(Probe) log2 pro(probe).....etc. Eq.(3)
End for

3) For each Feature F in training dataset

For each value j in Feature F

compute the frequency of value in all training dataset Ft

compute the frequency of value with each class F1,F2,F3,F4,F5
compute the entropy for each value with the five class by using

Eq.(3)
F1 F1 F2 F2
I(D;) = Z(E Log, E) - (Elog2 E) ...... etc.
End For
End For
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4) For Each Feature in training dataset
Compute info A by used Eq.(4), where v is number of values

= |F
nfou0) = Y 1< 1)
j=1

Compute gain for each Feature as in Eq.(5)
Gain (A)=Info D - Info 4(D)

End For

5) For each Feature in training dataset
Compute Split Info by use Eq.6

. R g L I L7
Split Info,(D) = DI log, DI

j=1
Compute the Gain ratio by use Eq.(7)
Gain (A)

Gain Ratio (A) = ———— 2 __
ain Ratio (A) = = o @

End For
6) IF information gain is used as feature selection Then
Select the set of features that have the highest gain
Else if gain ratio is used for feature selection Then
Select the set of features that have the highest gain ratio
End IF

5.4  Training and Testing

In learning step the system applied NB classifier (see Algorithm
3) on 4000 records in the training process by select 2169 DOS, 388
probes, 173 R2L, 35 U2R and 1235 normal in both datasets (KDD
cup 99 and NSL KDD).

In test phase 1200 samples are used to evaluate the work in KDD
Cup 99 Dataset and two other datasets (600,900) samples to
validate the performance of the system, where the numbers of
samples selected for each class demonstrate in (Table 3). While in
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NSL KDD Dataset the test samples that have been used is 1028 and
two other dataset to validate the performance with (795 and 566),
see Table 4 to demonstrate the numbers of samples selected for
each class. The reason of selecting test samples of NSL KDD
Dataset with different size from the original KDD Cup 99 Dataset
is that, in NSL KDD Dataset the samples of attack is less than the
KDD Cup 99 Dataset as a result of removing the redundant records
in NSL KDD Dataset, it is important to note that the selection
process have been chosen randomly.

Table3: Test KDD Cup 99 Dataset selected

Dataset | DOS Probe R2L U2R Normal
600 342 74 23 4 157
900 515 111 36 5 233
1200 680 133 53 8 326
Table 4: Test NSL KDD Dataset selected
Dataset | DOS Probe R2L U2R Normal
566 326 68 10 6 156
795 434 100 17 11 233
1028 539 122 24 13 330
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Algorithm 3: Naive Bayes Classifier
Input: Training and Testing dataset after normalization and
discrete processes

Output: Classification the test dataset
Begin
Step1l:Training phase
1) For each class ¢ in training dataset

| Compute P(c) from training dataset

End for
2) For each feature F; in training dataset
For each value v; and cin training dataset
find the frequency of v; with c1, c2,c3,c4,c5
if v; with ¢1=0 or v; with ¢2=0 or v; with ¢3=0 or v;
with c¢4=0 or v; with ¢5 =0
then probability of v; =(freq. of v; +1)/(freq. of c+
No. of value in F;)
else probability of v; =Freq. of v; /freq. of class
End for

End for
Step 2: Testing phase
3) For each record in test dataset
For each value in test dataset
| find probability of v; with c in training dataset
End for
multiply the probability of each record as Eq.(2)

P(ElC) :P(alraZI"'ranlc) = ?=1P(ailc)
Classify the record by Multiply the result of Eq. 2 with
probability of class and choose the maximum value to
classify the record as Eq.(1)
c(E) = argrzlEaCxP(c) *P(a,,a,,..,a,|c)

End For
End
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Example of Naive Bayes Classifier

To demonstrate how NB applied in NIDS, see the following
example

1- Find the probability of each class where the probability of class
= (Frequency of class in the training dataset) / (total size of
training dataset )

Pro(normal)=1235 / 4000 = 0.30875

Pro(Dos)=2169 / 4000 = 0.54225
Pro(probe)= 388 /4000 = 0.097
Pro(R2L)= 173/4000 = 0.04325
Pro(U2R)= 35/ 4000= 0.00875

2- Finding the probability of each values in each features for all
class where the probability of value within class = (Frequency of
value in feature that appear within class) / (Frequency of class in
training dataset).

One of the problems that occurred in NB classifier is zero
probability that happens when frequency of value in one class or
more is zero that leads to make the result of test is zero since the
posterior probabilities used multiplication operand. The zero
probability is solved by using Laplace estimator where adding one
to the frequency of values and adding a number of values in feature
to the frequency of class in training dataset. Probability of value
within class = (Frequency of value in the feature that appear within
class +1) / (Frequency of class in training dataset + number of
values in feature), Table 5 show the Frequency of each value in
attribute flag for all class, while Table 6 shows the probability for
each value.
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Example:

In attribute flag when the value is =0 the frequency of value in U2R
classis O

Probability (= 0, U2R) = —~ = 0.0263

35+3

Table 5: Frequency of each value in attribute flag for all class

Attribute | Values Normal | DoS Probe R2L | U2R
name range
=0 37 1969 376 | 53 0
Flag 0.0.1 1198 200 12 | 109 | 3%
011 0 0 0 11 0

Table 6: Probability of each value in attribute flag for all class

Attribute | Values
Normal DoS Probe R2L U2R

name range
=0 | 0.03069 | 0.9069 0.964 0.3068 0.0263
Flag 001 | 0.97004 | 0.0922 0.0309 | 0.63005 1
011 | 0.0008 | 0.00046 | 0.00255 | 0.0681 0.0263

Test phase will use Eq.(2) to find the posterior probability
for each record in test dataset, Table 7 describes the test phase by
selecting one record and find the probability for each value in each
class. Then use Eq.(1) will be use to classify the record as follows:

Pro(normal)*  pro(record] normal)= 0.30875* 0.0017529=
0.0005412
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Denial of

Service

Intrusion

Detection System (NIDS) Based...

Asst. Prof. Dr. Soukaena H.
Hashem; Hafsa Adil

Issue No. 40/2017

Pro(DoS)* pro(record|DoS)= 0.54225* 0.00006022= 0.00003265
Pro(probe)* pro(record| Probe)= 0.097* 0.00000539=

0.0000000523

Pro(R2L)* pro(record| R2L)= 0.04325* 0.007008= 0.00303
Pro(U2R)* pro(record| U2R)= 0.00875* 0.000738= 0.000000646

By taking the maximum value, the record will be classified as

normal event

Table 7: Test for one record

No. Attribute name R\gﬁgd Normal DoS Probe R2L U2R
1 Flag =0 | 0.08069 | 0.0069 | 0.964 0.3068 | 0.0263
2 | Num_failed_login =0 1 1 1 0.791907 0.971428
3 Logged_in 1 | 0952226 | 00922 | 00154 | 0.658959| 0-242857
4 Root_shell 0 | 0999190 1 1 0.982658| 0-514285
5 Num_file_ 0 | 0999190 1 1 | ogsgs37| 0914285
creation
6 Num_shells 0 1 1 1 0.994219| 0-885714
7 | '1s-guest_login 0 | 0980473 1 1 |oe41618 | 1
g | Diff_srv_rate =0 1 0.977408 | 0.221649 | 0.803468 1
9 Srv_count =0 1 | 0.964038 | 0.280927 | 0.763005 1
10 DSt:Egi:s:;’tEdiﬁ 001 | 0.06072 | 0.000922 | 00103 | o0.190751 | 0-142857
11 DSt_hossigermr_r =0 1 0'917055 0.203608 | 0.774566 | 0-971428
12 DSt_hgff_rZ;Z_rerr =0 1 0910551 0278350 | 0803468 | 0-942857
Pro_class 0.30875 | 054225 | 0097 | 004325 | 000875
Rl el aiheien 0'03;75 6.002525- 5.396-07 | 0.007008 | 0.000738
Result °'°f;’54 3'20655 £ | 5.23e-08 | 0.000303 | 6.46E-06
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6. Experimental Work and Result

The proposed network intrusion detection system used KDD
cup 99 and NSL KDD Dataset to evaluate the system where the
records selected randomly; the system tests three classifiers (NB
classifier, NB classifier with info Gain and NB classifier with Gain
Ratio).

6.1 Performance Measure
To evaluate the proposed NIDS effectiveness, it was used

confusion matrix, accuracy, detection rate and error rate, the
confusion matrix is a quality measurement of the classifier.

_ TP
DR = TP+FN
_ FP+FN
ER = TP+TN+FP+FN
. TP+TN
Accuracy binary = —————
TP+TN+FP+FN

number of samples of a class correctly classified

Accuracy of class =
number of samples of the class

Y. number of samples of a class correctly classified

Accuracy of multiclass=

total number of test samples

Where

TP: number of attack events correctly classified as attack.

TN: number of normal events correctly classified as normal.

FP: number of normal events are incorrectly classified as attacks.
FN: number of attack events are incorrectly classified as normal.

6.2 KDD CUP 99 Dataset Evaluations

Table 8 shows the evaluation of classification in three KDD cup
99 test datasets with feature selection methods, (accuracy binary)
mean the accuracy of detecting normal and attack while the
(accuracy of multiclass) is the accuracy of detecting normal, DoS,
Probe, R2L and U2R.The table also shows the detection rate (DR)
and error rate (ER).
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As shown in Table 8, the results are close to each other, but
the importance of the proposed system is the ratio of detecting DoS
attacks that viewed in Table 9 which mentioning the accuracy of
each class that demonstrates the accuracy of detecting DoS attack is

best when selecting 12 features by used gain ratio.

Table 10, Table 11, and Table 12 demonstrate the confusion
matrix for best result in Testl, Test2, and Test3 of KDD Cup 99
dataset based on selection 12 features by applied gain ratio, Table 5
shows the rate of detecting R2L as R2L attack and U2R as U2R
attack is low but when you look at Tablel0, Tablell, and Tablel2
you can observe that, the proposed system is detected it but as

another kind of attacks.

Table 8: performance measure of KDD cup 99 Dataset

No. Feature| Accurac Accurac

DS & FS multiclasﬁ binaryy DR ER
Testl 41 0.92 0.98 100 0.01
Testl 201G 0.92 0.99 0.98 0.01
Testl 121G 0.91 0.98 0.98 0.02
Testl 20 GR 0.91 0.97 0.98 0.25
Testl 12GR 0.91 0.97 0.97 0.03
Test2 41 0.91 0.98 100 0.01
Test2 201G 0.92 0.96 0.96 0.03
Test2 121G 0.93 0.97 0.99 0.02
Test2 20 GR 0.91 0.97 0.99 0.02
Test2 12GR 0.92 0.96 0.97 0.03
Test3 41 0.96 0.98 100 0.01
Test3 201G 0.96 0.98 0.97 0.01
Test3 121G 0.95 0.98 0.99 0.01
Test3 20 GR 0.96 0.98 100 0.01
Test3 12GR 0.93 0.97 0.97 0.02

Journal of Al Rafidain University College 223 ISSN (1681-6870)



Denial of Service

Intrusion

Detection System (NIDS) Based...

Asst. Prof. Dr. Soukaena H.

Hashem; Hafsa Adil

Issue No. 40/2017

Table 9: Accuracy for each class in KDD Cup 99 Dataset

ps | No- ;f;”re DOS | Probe | R2L | U2R | Normal
Testl 41 090 | 100 095 | 025 | 093
TestL | 201G 090 | 0098 0.73 | 025 | 099
Testl | 121G 089 | 100 073 | 0 0.96
Testl | 20GR 090 | 098 078 | 025 | 093
Testl | 12GR 094 | 089 047 | 050 | 094
Test2 41 092 | 090 077 | 0 0.93
Test2 | 201G 093 | 0091 080 | 0 0.96
Test2 | 121G 095 | 0091 072 | 0 0.92
Test2 | 20GR 092 | 0091 075 | 0 0.93
Test2 | 12GR 097 | 083 038 | 0 0.93
Test3 41 097 | 096 098 | 0 0.95
Test3 | 201G 095 | 100 098 | 0 0.99
Test3 | 121G 096 | 100 092 | 0 0.95
Test3 | 20GR 097 | 100 096 | 0 0.95
Test3 | 12GR 098 | 087 049 | 062 | 095

Table 10: confusion matrix for testl
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Normal 148 0 0 9 0
DOS 0 322 0 20 0
probe 0 66 0 0
R2L 9 0 11 0
U2R 0 1 2
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Table 11: confusion matrix for test2

Normal | DOS| probe | R2L | U2R

Normal 218 6 0 9 0
DOS 0 504 0 11 0
probe 6 12 93 0 0
R2L 5 14 3
U2R 5 0 0

Table 12: confusion matrix for test3

Normal | DOS | probe | R2L| U2R

Normal 310 1 0 15( 0
DOS 0 669 0 111 0
probe 0 16 117 0 0
R2L 18 7 0 26 | 2
U2R 0 1 0 2 5

6.3 NSL KDD Dataset Evaluations

The evaluation of classification in three NSL KDD test
datasets that viewed in Table 13 ( accuracy binary, accuracy of
multiclass, detection rate (DR) and error rate (ER)) proved that, the
best result of detect attack and normal when select 10 features by
applied gain ratio, while the accuracy for each class that shown in
Table 14 demonstrate the accuracy of detecting DoS attack in Testl
is high when select 12 and 10 fetaures by applied IG but the remain
attacks cannot detect it , so it's not efficient that means the best
result when select 10 or 12 features by use GR, while in Test2 and
Test3 the results of select 10 and 12 feature is close to each other.
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Table 13: Performance measure of NSL KDD Dataset

No. Feature Accuracy | Accuracy

DS & FS | multiclass | binary DR | ER
Testl 41 0.68 0.88 097 | 0.1
Testl 201G 0.68 0.80 0.87 | 0.2
Testl 121G 0.80 0.82 0.88 | 0.18
Testl 101G 0.80 0.82 0.88 | 0.18
Testl 20 GR 0.79 0.84 0.90 | 0.16
Testl 12GR 0.76 0.83 0.90 | 0.17
Testl 10GR 0.74 0.89 0.99 |0.11
Test2 41 0.72 0.86 100 | 0.1
Test2 201G 0.76 0.85 0.98 | 0.1
Test2 121G 0.65 0.80 100 |0.15
Test2 101G 0.64 0.81 100 |0.15
Test2 20 GR 0.69 0.84 0.97 |0.12
Test2 12GR 0.78 0.84 0.89 | 0.12
Test2 10GR 0.72 0.89 0.98 | 0.08
Test3 41 0.76 0.91 0.97 | 0.08
Test3 201G 0.81 0.85 0.88 | 0.14
Test3 121G 0.82 0.86 0.89 | 0.13
Test3 101G 0.82 0.84 0.87 | 0.16
Test3 20 GR 0.83 0.86 0.89 |1 0.14
Test3 12GR 0.72 0.89 0.97 | 0.08
Test3 10GR 0.76 0.92 0.98 | 0.08

Table 14: the accuracy for each class in NSL KDD

DS Nogeggure DOS | Probe | R2L | U2R | Normal
Testl 41 067 | 100 | 60 | 16 | 0.63
Testl| 201G | 067 | 100 | 0 | 0 | 063
Testl | 121G | 086 | 100 |020| 0 | 0.64
Testl| 101G | 0.86 | 100 |010| O | 0.66
Testl| 20GR | 085 | 098 |080| O | 0.66
Testl | 12GR | 0.88 | 0.63 | 070 | 050| 0.63
Testl | 10GR | 0.88 | 0.35 | 070 | 0.33| 0.61
Test2 41 051 | 093 | 057 |005| 054
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Test2 201G 098 | 0.61 0 0 0.52
Test2 121G 100 0 0 0 0.37
Test2 101G 100 0 0 0 0.32
Test2 20 GR 050 | 095 | 0.25|0.23| 0.54
Test2 12GR 089 | 064 | 0.70 | 054| 0.70
Test2 10GR 087 | 035 | 029 | 036| 0.66
Test3 41 0.64 100 | 0.62 | 0.15| 0.78
Test3 201G 0.85 100 0 0 0.78
Test3 121G 0.86 98 |020| O 0.79
Test3 101G 0.85 100 1020 O 0.77
Test3 20 GR 0.86 98 (087 | O 0.78
Test3 12 GR 087 | 035 | 022 |036| 0.66
Test3 10 GR 086 | 035 | 0.62|038| 0.76

Table 15, Table 16, and Table 17 demonstrate the confusion
matrix for Test 1, Test2, and Test3 of NSL KDD dataset based on
the ten selected features by using a gain ratio method.

Table 15: confusion matrix for testl

Normal| DOS | probe | R2I] U2R
Normal 97 58 0 1 0
DOS 0 290 6 30| O
probe 0 44 24 0 0
R2L 0 3 0 7 0
U2R 1 2 0 1 2

Table 16: confusion matrix for test2

Normal | DOS | probe | R2L | U2R
Normal 156 69 0 8 0
DOS 1 378 16 39 0
probe 0 65 35 0 0
R2L 7 5 0 5 0
U2R 2 2 1 2 4
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Table 17: confusion matrix for test3

Normal| DOS | probe | R2L| U2R

Normal | 252 70 0 8 0
DOS 0 468 21 50 0
probe 0 79 43 0 0
R2L 1 8 0 15 0
U2R 2 1 2 3 5

7. Conclusions

This paper indicates the importance of using NIDS to
detect the most harmful attack in network which is a DoS
attack that effect the availability of the resource, The
experimental results proved that, when use Naive Bayes
classifier supported by discretization and feature selection by
applied gain ratio and selecting only 12 features from 41
features in KDD Cup 99 dataset, the proposed system achieves
high accuracy rate, reduce the computation time and reduce the
error rate as mention in Table 5, while in NSL KDD it is best to
select only 10 features by applied gain ratio method as shown
in Table 9 . The proposed system proved that. The use KDD
Cup 99 dataset to detect DoS attack is better than NSL KDD,
and use gain ratio as feature selection method is better than
information gain.
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