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Introduction
T-distribution is one of the important distributions that have a role in statistical analysis. It is very similar to the normal
distribution and is used instead if the population standard deviation is unknown or when the sample size is less than 30. [1]
One of the characteristics of this distribution is that it has a symmetrical frequency curve around the mean, but it is heavier

at the edges than the normal curve. There is one parameter that determines the shape of the distribution, which is called
degrees of freedom. [2]

The t distribution is a special case of the generalized hyperbolic distribution [3]. It is important to use it in many fields, such
as t-test is used to find significant differences between sample means, and to find the confidence intervals to the difference
between two population means, also it is used in linear regression and Bayesian analysis. [4].

The main aim of this research is to compute the cumulative function to t-distribution as an approximation in a simple way
for obtaining an easy formula more than the old one which depended to a hypergeometric (as will be mentioned) and more
difficult in practical application.
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Material and methods
Theoretical Part

Materials and Methods

The probability density function for t- distribution is :

") (1,2 @
f(t)zﬁr(g)(l‘i'_) — o <t <
Whereas:

v: degree of freedom, it is a positive integer.

I' : Complete gamma function

Now, we can define a cumulative function as a function that determines what is the probability that the value of any random
variable (T) is less than or equal to a given value. It is written as [1] :
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Where 2F1 is a special case of the hyper geometric function [5].
Review of approximations to the CDF.
Many formula to the approximation for CDF t-distribution proposed, [6] gave a list of various approximation to
cumulative function for t-distribution and proposed a simple approximation of F(x;v ) as :
Fi(x,v) = ®(xA)forv =3

(4v+x2-1)
(4v+2x2)

with A = A(x,v) = 0 <1x1 3)

for n=1 and 2, they have suggested the following exact formulae:
1 .
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And he gave an absolute error for many values to v and x.
[6] proposed a new formula to compute CDF for t-distribution by using neural networks when x > 0 and v = 3, depending
to the absolute error and compute approximation accuracy for F; (x, v) , F,(x, v), F3(x, v), F,(x, v), Fs(x, v) , he compared

among them to choose a minimum absolute error .

Mixed Model:

Mixed model or compound distributions are one of the important distributions in modelling many phenomena because these
phenomena are more flexible than standard distributions, and many researchers have been interested in studying this type of
distributions, whether they are continuous or discontinuous.

It is used to represent some data that cannot be represented by standard statistical distributions as required because the
nature of these data or phenomena necessitates the use of mixed distributions that are more flexible than standard
distributions [7]. Therefore, the mixed model is a model that consists of two or more probability distributions [8], and it
should be noted that it is not necessary that these mixed distributions belong to the same family [9]. If we have Z and Y as
two independent variables, Z is normally distributed with mean = 0 and variance 62 = 1, y has a chi-square distribution with
n degrees of freedom, then:

4 4
Vy/n

According to references [10], the t-distribution is characterized by its degrees of freedom "n". It can be represented as a
mixed distribution, providing more versatility than the standard form. This mixed distribution of the t-distribution combines

t =
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elements of the normal distribution and the inverse gamma distribution, allowing for a broader range of applications. The
random variable Z is normally distributed with certain arithmetic mean and variance, as follows:

X ~t (Y, 02, V) (4a)

X can be expressed as:
xX=u++rz
Whereas:
T~1G(,2)
Z~N (0, 62)
Since z is independent of 7, and the variable T has positive values (t > 0) and has a probability density function as
follows[11]:

@ l
f(tla,p) = fT @ Ve (5)

This formula is used in statistical modelling of the t-distribution in conventional statistics and Bayesian statistics [12]

Approximation of cumulative function to t-distribution
In this part, we will propose a new approximation for a cumulative function to t-distribution by using a mixed model between

normal distribution and gamma distribution as (4a) equation

The cumulative function for t distribution is:

F(x) = f: t(x|u, o v)dx (6)
Above, we say that we can represent t-distribution as a mixed distribution
as:
F(x) = f;N(xlr,y,az)[fooog(r)dr]dx %
Whereas:
N(x|t, u, 02) : is the conditional normal distribution.
g(t) : is the gamma function.
We will use Polya’s formula to find the solution for the Normal distribution function (Hermuz,1990):
1 _222 2
F(z):g 1+(1—e n) ] ©0w<z< ®© (8)

As the approximation formula, which will be updated, relies on the mixed distribution, we will utilize the poly(a) formula in
equation (8) as a mixed distribution along with the gamma distribution. In this context, the variable Z will be conditioned on

the variable t, which follows a t-distribution according to equation (4a), as follows:

a—u b—u
pla<zlt<b)=p|—F-<z|]T< —5~
O'T/Z O'T/z

=F@*|t)=F(a"|1) 9
Where:
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b* = 1 (10)
oT /2
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Where: g(z|t) = (1— e_T)
By using Tylor 's series as:
) o (z= 2p)? (13)
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We will put g""(2) = ¢
We substitute (14), (15) and (16) in (13), and we get:
1
272 /2 222 222\~ /2
~g(z) = (1— e'T) -I-%ZB_T <1— e_T) (z—2zy)+c #4_... (17)
But:
F(alt) = 5+ > gz
zlr)= 5+ 5 9(z T)
Then:
Fa'lt) = 5+ = g(a |
allt)=5+549(a T)
F(ble) = 5+ = g(b' |
T)= 513 g T)
1 1
22\/2 a2 L2\ T2 2y
.-,g(a*|1:)=§+% (1—e_n> +%ze T (l—e n) (a*_zo)_}_cg_}_... (18)
and:
1 1
222 /2 222 222 —/2 Y
~g(b|t) = %+% (1— e‘7> +%ze_7 <1— e‘T) (b —zp) +c 2 220) 4o (19)
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We put (18) and (19) in (9) we get:

2 1/
F(b'lt) = F(a'lt) = = e—z(1— 6_5) / (b —a )+ S[(b" = &) + @' = D] (20)

We substitute (10) and (11) in (20) and we integrate the expression with respect to T, we get the marginal cumulative
function :

F(b*) — F(a) = [, (F(b’lt) = F(a’lr)) g()dr

(21)
222 22 _1/2 Z(f) E v

= _72 ze_T<1— e_?> (b;—a)%+ #(b+a—2u— o (20)) (;(_23)
Where:

7 (Y (E-1) (-29) T (o) (-29) v—1 v. T(a) F(v_zl)
f T\ 2/7\2 e 2TdT=J- T\ 2 e Zrd‘[zG(az "Bz—)z p = =1

0 0 2 2 B (E)T

2

and:
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0 0

®* O

v v v
r3)=G-IriG-1
Then (21) is the final formula to approximation of the cumulative function for t- distribution.

Practical Side
As an application of equation (21), we follow the following algorithm:

1- Determine the degree of freedom.

2- We choose two values for a and b, we wanted to choose standard values to apply the equation (21), such as (1, -1).

2- After selecting these two values, we choose a value for z. (negative and positive values)

3- We get the value of the cumulative function between (a,b).

4- We compare the resulting value in (3) with the tabular value which obtained from the statistical tables, and find the
difference between them.

5- If the difference is large, we choose another value for z and recalculate the algorithm until we get a value close to the
tabular value.

Thus, whenever we choose values for a and b, or different values for the degrees of freedom, we recalculate the value of the

cumulative function.

The researcher concluded that the value of z which ( s ) is the one that achieved the best result of equation (21) if we

2=
T
compare it with the tabular value,at (-1,1), (-1, 0), (0, 1) with many degrees of freedom.

The algorithm was applied using (Matlab,2020a).
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The Algorithm:

As an application of equation (21), we follow the steps below:

1. Determine the degrees of freedom.

2. Choose two values for "a" and "b," and for our implementation, we have opted for standard values such as (1, -1).

3. After selecting these values, choose a value for "z" (positive and negative values).

4. Calculate the cumulative function's value between (a, b).

5. Compare the result obtained in step (4) with the tabulated value obtained from statistical tables and find the difference
between them.

6. If the difference is significant, choose another value for "z" and recalculate the equation until obtaining a value close to
the tabulated value.

7. Repeat the process for different values of "a," "'b," and degrees of freedom to recalculate the cumulative function's value.
Through this procedure, we found that the value (0.3334) yielded the best results with the least possible difference when
compared to the tabulated value. Therefore, the value (0.3334) achieved the best outcome for equation (21) when compared
to the tabulated value.

The results are as Table (1) :

Table (1) The comparative between (CDF original) and (CDF approximation)

DF CDF approximation CDF original AE
(-1,1)
10 0.6561 0.6591 0.003
15 0.6639 0.6668 0.0029
20 0.6675 0.6707 0.0032
25 0.6695 0.6731 0.0036
(-1.,0)
10 0.3280 0.3296 0.0016
15 0.3320 0.3334 0.0014
20 0.3337 0.3354 0.0017
25 0.3348 0.3366 0.0018
(0,1
10 0.3280 0.3296 0.0016
15 0.3320 0.3334 0.0014
20 0.3337 0.3354 0.0017
25 0.3348 0.3366 0.0018

The first column in Table (1) represents different values of the degrees of freedom that were chosen, the second column
represents the results of the proposed equation, Equation (21), and the third column represents the tabular cumulative value
taken from the statistical tables. As for the fourth column, it represents the absolute difference (AE) between the value
according to the proposed equation and the tabular value.
It is noted from Table (1) that the tabular value is close to the value of t according to equation (21), and it is noted that the
error value is equal in the tested truncation points (-1,0) and (0,1) , This means that the value of the cumulative function on
the left side is equal to the value of the cumulative function on the right side.

4- Conclusion:
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In this research, a new approximation was found for the CDF for t distribution, and this value was compared with the

original value of the (CDF) by using (Matlab, 22), we concluded that:

It was noted that the results are close and the absolute error is very small.
The absolute error value is equal for the different truncation points that were used in the test.

Also, the value of cdf at points (-1,0) is the same as its value at truncation points (0, 1).
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