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Abstract 
     In this paper, we present an neural network approach to solve a set of linear algebraic 

equations. A Black-Box Neuro- Identifier network has been developed to optimize an 

convergence until getting the optimal solutions. Black- Box approach  called also (input-output 

description) which is used when no information is available about the system except its input and 

output. The input-output description of a system gives a mathematical relationship between the 

input and output of the system. In developing this description, the knowledge of the internal 

structure of a system may be assumed to be unavailable; the only access to the system is by 

means of the input and output terminals. Our approach called Black Box Neural 

Network(BBNN) which provided an optimal solution and a faster way to solve the linear 

systems; and considered the best with large systems ( the number of equations and parameters 

very large) and conceded the first step to apply this approach with nonlinear algebraic equations 

which needs difficult computes and long time relatively. 
 

  الملخص :
فً ىزا انجحث رى رقذٌى طشٌقخ خذٌذح نحم أنظًخ انًعبدلاد اندجشٌخ انخطٍخ ثبسزخذاو انًًٍز انعصجً الاصطنبعً ًانزي       

ٌسًى ثبنصنذًق الأسٌد ًرنك لأنو لا ٌٌفش أي يعهٌيبد عن اننظبو غٍش انًذخلاد ًانًخشخبد . ًرى اسزخذاو اننظبو انًقزشذ 

ثم نقٍى انًزغٍشاد ًرنك ثعذ رذسٌت انشجكخ عهى يدًٌعخ ين اننًبرج نلأنظًخ انخطٍخ. رٌفش ىزه نهحصٌل عهى انحم الأي

انطشٌقخ نسجخ خطب ًاطئخ خذا ً ىزا ٌؤدي انى انحصٌل عهى نزبئح دقٍقخ خذا ًرقبسة كجٍش خذا نهحم الأيثم. ًطشٌقزنب رسًى 

ب يقبسنخ ثبلأنظًخ انزقهٍذٌخ ًنزنك يًكن اعزجبسىب يدذٌخ نحمّ انصنذًق الاسٌد نهشجكبد انعصجٍخ ًانزً رٌفش حهٌل سشٌعخ نسجٍ

انكجٍشح, راد الأثعبد انكجٍشح )عذد انًعبدلاد ًانًزغٍشاد كجٍشح خذا(. ًرعزجش انخطٌح الأًنى نزطجٍقيب يع أنظًخ  الأنظًخ انخطٍّخ

 انًعبدلاد اندجشٌخ انلاخطٍخ ً انزً رحزبج إنى حسبثبد  يعقذح ًًقذ طٌٌم نسجٍب. 

 
 

1.Introduction: 
         The problem of solving linear equations is common to many scientific and engineering 

applications. The fundamental problem of the designer of algorithms, for the solution of linear 

equations, has been to devise means for reducing the solution time. The basic problem in the 

solution of linear equations is to determine the unknown solution vector, x, in the equation Ax = b 

(where A is a real non-singular matrix of order N and b is a known right hand side vector).  

There are mainly two classes of methods for solving Ax = b, namely iterative and direct (it is also 

possible to have methods that have the features of both) . Iterative methods employ a starting 

solution and  converge to a value that is close to the exact solution by iteratively refining the 

starting solution.  However, iterative methods do not guarantee a solution for all systems of linear 

equations and they are more frequently used for solving large sparse systems of linear equations. On 

the other hand, direct methods are those in which for a given linear system of equations, exact 

solutions (within a round-off bound determined by machine precision) can be obtained with a pre-

estimated number of arithmetic operations. The central idea of direct methods of solving linear 

equations is :  
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1. either to find the inverse of A and then compute x = A
−1

b. The method based on semi rings uses 

this concept without explicitly finding A
−1

 (but computes A
−1

b implicitly). 

2. or to transform the coefficient matrix, A, into an equivalent triangular or diagonal form in which 

coupling between the unknowns is reduced. The methods based on Gaussian Elimination, LU 

decomposition, Givens rotations, and Householder reductions use the concept of converting the 

coefficient matrix A into an equivalent triangular form and then solve the resulting triangular 

system of linear equations. On the other hand, the methods based on Gauss-Jordan, Cramer’s Rule, 

And Bidirectional Gaussian Elimination convert the given coefficient matrix A into Diagonal form 

and then obtain the solution vector x through divisions. 

   The iterative methods are used to solve the linear and  nonlinear algebraic equations . Usually it is 

hard to solve a large system of highly-linear and nonlinear  algebraic equations. Although a lot of 

priori research has been conducted in this area, we still lack an efficient and reliable algorithm to 

solve this difficult problem. many numerical methods used in computational mechanics, as 

demonstrated by Zhu, Zhang and Atluri [1], Atluri and Zhu [2], Atluri [3],Atluri and Shen [4], and 

Atluri, Liu and Han [5] lead to the solution of a system of linear algebraic equations for a linear 

problem .                                                                                                                  

      Neural networks are used in many different application domains in order to solve various 

information processing problems. They have proven to be successful in pattern recognition, pattern 

classification, function approximation, prediction, optimization, and controlling [6]. The basic 

processing elements of neural networks are artificial neurons. In order to perform complex tasks, 

these neurons have to be interconnected in an adequate way by arranging them in an appropriate 

architecture and setting the weights of their interconnections. The setting of weights is performed 

during a training phase. In a supervised learning process, input data and target data pairs are 

presented to the network and the weights of the connections are altered by a learning algorithm as 

long as for (ideally) all input data, the output values of the network match to the target data [7]. 

To find an efficient solution to a certain problem, preprocessing of input data is essential to reduce 

the complexity of the network and the time needed for training [8], [9], [10]. 

     The input-output description of an artificial neural network system gives a mathematical 

relationship between the input and output of the system. In developing this description, the 

knowledge of the internal structure of a system may be assumed to be unavailable; the only access 

to the system is by means of the input and output terminals [12]. Under this assumption, a system 

may be considered a Black-Box. Clearly what one can do to a black box is to apply inputs and 

measure their corresponding outputs, and then try to abstract key properties of the system from 

these input output pairs. An input-output model assumes that the new system output can be 

predicted by the past inputs and outputs of the system [12, 13]. 

   In this research we present the problem of solving linear algebraic equations as input- output 

description and used that black- box to find the optimal values of variables in linear system. 
 

2.  Systems of Linear Algebraic Equations: 
       Linear systems of equations are the basis for many, if not most, of the models of phenomena in 

science and engineering, and their efficient.  numerical solution is critical to progress in these areas. 
 

2.1 Linear Algebraic Equations 
 Many physical systems are described by systems of linear equations that describe the relationships 

between the variables of these systems. The general shape of the system of linear equations  .  

Given numbers a11, . . . , amn, b1, . . . , bm, a non-homogeneous system of m linear equations in n 

unknowns x1, x2, . . . , xn is the system :                                           

a11x1 + a12x2 + ・ ・ ・ + a1nxn = b1 

a21x1 + a22x2 + ・ ・ ・ + a2nxn = b2            ...    (1) 

am1x1 + am2x2 + ・ ・ ・ + amnxn = bm 
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     Constants a11, . . . , amn are called the coefficients of system (1). Constants  b1, . . . , bm are 

collectively referenced as the right hand side,right side or RHS. The homogeneous system 

corresponding to system (1) is obtained by replacing the right side by zero: 
 

a11x1 + a12x2 + ・ ・ ・ + a1nxn = 0 

a21x1 + a22x2 + ・ ・ ・ + a2nxn = 0            ...   (2) 

am1x1 + am2x2 + ・ ・ ・ + amnxn = 0 
 

     An assignment of possible values x1, . . . , xn which simultaneously satisfy all equations in (1) is 

called a solution of system (1). Solving system (1) refers to the process of finding all possible 

solutions of (1). The system (1) is called consistent if it has a solution and otherwise it is called 

inconsistent . 
 

Can be classify linear systems to: 

1 - square systems: Are those systems where the number of equations equals the number of variables,     

i.e m = n. 

2 - over-determined systems : The systems are those where the number of equations  

      is greater than any number of variables m > n . 

3 - under-determined systems: The systems are those where the number of quations  

    is smaller than any number of variables m < n . 

    Since most systems of linear equations that appear in practical applications and engineering 

systems is a kind of square, we will look to study methods of  finding solutions to these systems 

only. 
 

2.2  Methods of Solving Linear Equations Systems 
    Find methods to divide the solutions to these systems of linear equations for the square to the two 

main groups: 

A) Direct methods: the methods in which those Pettm where access solutions to systems of linear 

equations specified number of calculations. These methods suitable for finding solutions to 

relatively simple systems, i.e systems that contain a small number of equations.  these methods is :                                

1- Gaussian Elimination with Backward Substitution .     

2- Gauss-Jordon 

3- Using Matrix Factorization . 

4- Using Gramer rule .                                                

B)    Iterative methods: the methods in which these are the repetition of step (or set of steps) until 

reaching values of variables to find the required accuracy. These methods suitable for finding 

solutions to systems consisting of a large number of equations. these methods is : 

1 - Jacobi method. 

2 - Gauss – Seidel method. 
 

3. Artificial Neural Networks  
      Artificial Neural Networks (ANNs) are simplified models of the central nervous system. They 

are networks of highly interconnected neural computing elements that have the ability to respond to 

input stimuli. Among the capabilities of ANN, are their ability to learn adaptively from dynamic 

environments to establish a generalized solution through approximation of the underlying mapping 

between input and output.  This simple type of network is interesting because the hidden units are 

free to construct their own representations of the input. The weights between the input and hidden 

units determine when each hidden unit is active, and so by modifying these weights, a hidden unit 

can choose what it represents.       

     In this research we present a Supervised Learning Black-Box approach which is used when no 

information is available about the system except its input and output .The architecture of proposed 
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BBNN System used to solve  Linear algebraic equations by depending on input-output description 

of the main system ( Linear algebraic system) described in the following section.  
 

3.1 Architecture of Proposed BBNN System:  
        Identification of system consists of finding a model relationship and determining the system 

orders and approximation of the unknown function by neural network model, using a set of input 

and output data. Neuro- identifiers are basically Multi-Layer Feed- Forward artificial neural 

networks (MLFF) with an input layer , a single or multiple hidden layer with biases, and a linearest 

/or nonlinear output layer. The proposed Black-Box system used the MLFF with single hidden 

layer; as following: 

a) Input layer 

This layer consist of( n+1) neurons (nodes), where n represent the number of equation in Linear 

algebraic system each neuron represent the coefficients of the equation plus one neuron represent 

the results of equations.    

b) Hidden layer 

Consist of 48 neuron, each neuron represent one bit of block obtained from  Expansion Permutation 

process. 

c) Output layer 

This layer consist of n neuron (node), each neuron represent value of one desired variables. 

The figure-1 below represent the   architecture of BBNN system  to 3- equations with 3- variables.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure(1)  Architecture of BBNN system (3 variables , 3 equation ) 
 

3.2 Learning Algorithm of BBNN System  
       Supervised learning is frequently used to train multi layer feed forward ANN in a lot of 

applications. Usually, back propagation learning algorithm is used to update the network weights 

during training in order to improve the network performance. Back propagation (BP) is one of the 

gradient descent algorithms used to reduce the performance function E through updating the neural 

network weights by moving them along the negative of the gradient of the performance function. 

The term back propagation refers to the manner in which the gradient is computed for nonlinear 

multilayer networks. This method requires that activation functions f are differentiable as the weight 

update rule is based on the gradient of the error function which is defined in terms of the weights 

and activation functions.  Back Propagation Algorithm is used to learn the proposed neural network 

by modifying the weights connected between the neurons until the desired value obtained. 

The learning algorithm used in this research :   
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a. determine random values to all weights ( W ) connected between neurons, the range of these    

values between (0.1 – 0.3) . 

b. select random linear equations then represent the matrices of these equations such as A( the 

square matrix of coefficients) and B( the matrix of equations results)  and X ( the matrix of desired 

variables x1, x2, …,xn) .according to example of linear system: 

x1  +  x2 -  x3     = 0 

2x1 –  x2 + x3    = 6 

3x1 + 2x2 - 4x3   = -4  

 

 

       A= 

1 2 3  

B= 

 

0  

X= 

X1=2 

1 -1 2 6 X2=1 

-1 1 -4 -4 X3=3 

c. The activation function of the artificial neurons in ANNs implementing the back propagation 

algorithm is a weighted sum (the sum of the inputs x multiplied by their respective weights w ji ): 

        
    We can see that the activation depends only on the inputs and the weights. 

d.  compute the output values to each layer feed forward direction to obtained final output values 

from the neural network ( O ); the most common output function is the sigmoidal function:  

 
     The sigmoidal function is very close to one for large positive numbers, 0.5 at zero, and very 

close to zero for large negative numbers. This allows a smooth transition between the low and high 

output of the neuron (close to zero or close to one). We can see that the 

   output depends only in the activation, which in turn depends on the values of the inputs and their 

respective weights. 

e. Compute the difference between the desired value (D) and the final output value (O)  

     Now, the goal of the training process is to obtain a desired output when certain inputs are given. 

Since the error is the difference between the actual and the desired output, the error depends on the 

weights, and we need to adjust the weights in order to minimize the error. We can define the error 

function for the output of each neuron: 

 
    We take the square of the difference between the output and the desired target because it will be 

always positive, and because it will be greater if the difference is big, and lesser if the difference is 

small. 

f. The error of the network will simply be the sum of the errors of all the neurons in the output layer: 

 
g. Compute the difference value (δ ) to all previous layers using Back Propagation  method; The 

back propagation algorithm now calculates how the error depends on the output, inputs, and 

weights. After we find this, we can adjust the weights using the method of gradient descendent: 

            
h. Updating weights values (W): 

Wij(new) = Wij(old) + Δ Wij 

Δ Wij = µδOj 
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(h )  is used until we find appropriate weights (the error is minimal). 

i. Repeats the steps (c, d, e, f, g and h) with another learning data pair. 
 

3.3 Steps of Design BBNN System    
     The proposed model attempt to calculate the values of variables (x) in Linear system using 

artificial neural networks; the practical working of this research done using MATLAB and 

depending on the two main phrase: 

Phrase 1: Design System: 
     this phrase determined the structure of the proposed system as shown in figure-1 above. It’s 

include the number of hidden layers and the number of neurons of each layer with input and output 

layers to be agreement with the main structure and properties of the linear systems. 

Phrase 2:The work flow for the proposed design System: this process done  using Matlab  

implementation by the following steps: 

Step 1: Collect Data (preparing data) 
 The data accrued through the network consist of two kinds:  

a. data of neuro identifier ) data of Black-Box) this represent input and output data which is the 

equations ( coefficients, results  and variables) these presented to the network and obtained from it. 

Therefore these data is natural data and supplied to the first layer of the network as input data and to 

the last layer of the network as the output data. The input data captured from the world and 

transformed to the second layer (hidden layer).  The output data received from .hidden layer as the 

output data of the network 

b. training and testing data: the training data combined from the squar matrix of coefficients A and 

B( the matrix of equations results) as input data provides to first layer and D ( the matrix of desired 

variables x1, x2, …, xn) as output data provides to the last layer. (the example of theses matrices 

illustrate in 3.2.b)  

  testing data provides the matrix A (square matrix of coefficients) and X ( the matrix of values of 

variables x1, x2, …, xn) and the output of the network must be equal to B( the matrix of equations 

results)   

  in this research the practical side of this data done by using  NN Network/Data Manager screen of 

MATLAB. This screen used to entered data (the inputs and desired data). 
 

Step 2: Create the  Network 
In order to use a network we need to first design it as architecture illustrate in 3.3-phase1 , then train 

it. After this the network is ready for simulations to be performed on it. We change all the 

parameters on the screen to the values as indicated on the following: 

Network name = LINR 

Network type = Feed-forward back propagation 

Input data = A and B ( entered and saved in step 1) 

Target data = D   ( entered and saved in step 1) 

Training function= Trainlm  

Adaptive learning function= Learngdm 

Performance function = Mse 

Number of layers = 3 

Number of neurons in layer1 = 4 

Number of neurons in layer2  = 3 

Number of neurons in layer3 = 3 

Transfer function =  Sigmod  
 

Step 3: Configure the Network 

In order to show a network configuration we chose the DES network from data/network manager 

screen then we can show the configuration of the design network in view page as shown in figure -2 

below. 
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Figure (2) Configuration of BBNN system 
 

Step 4: Initialize the weights and biases  
    Gives randomly values to each weight matrix  and biases for each layer then these weights 

adaptive and changes during the training process. 
 

Step 5: Network Training 
    In This step the network training done using feed forward back propagation algorithm,  and the 

training parameters.When the network completed the performance curve which determine the 

convergence of the training curve with error rate as shown in figure(3) and Training state curves 

shown in figure(4)   
 

    
Figure(3)The performance curve                                    Figure(4) Training state curves 

 

Step 6: Validate the Network  
     After the network reached to convergence during the training with minimum error rate., we must 

check the validate work by simulation of this net with testing or simulating data. The input data the 

matrices of A and B and the network used the saved weights and calculate the output matrix X if 

this matrix( X ) same as the natural matrix then the  network is validation .In this case the proposed 

system become ready to used for solving linear equations. 

Step 7: Use the Network 
    In this step the network used to solving any  Linear equations system by inters the matrix of A 

and B and obtained the matrix of variables X.                      

4. Experiential Results for Solving Linear Algebra Equations  
     In this paragraph we compute some examples ( find the values of x1, x2, …, xn) in traditional 

methods then calculates the variables (x1, x2, …, xn) using proposed Black- Box Neural Network 

system all values registers in the table below:  



Journal of Kerbala University , Vol. 10 No.4 Scientific . 2012 

532 

 

Example 1 : Consider the following linear algebraic system : 

x1  +  x2 -  x3     = 0  

2x1 –  x2 + x3    = 6 

3x1 + 2x2 - 4x3   = -4 

The matrix of this system is : 

 

 

 

 

by use Gaussian Elimination with Backward Substitution method . x1=2  ,  x2 =1  , x3 = 3                            

 Example 2: Consider the following linear algebraic system : 

x1+2x2+5x3=8 

4x1+5x2+x3=10 

10x1+x2+x3=12 

ues   x1
(0) 

= x2
(0) 

= x3
(0) 

= 0 

by Gauss-Seidel method we have : x1=1  ,  x2 =1  , x3 = 1 
 

 Example 3 : Consider the following linear algebraic system : 

10x1+x2=12   --------------(1) 

x1+10x2=21  --------------(2) 

The matrix of this system is 

 
by use Gaussian Elimination with Backward Substitution method . x1=1  ,  x2 =2   

 

And by using Gauss-Seidel method the solution in the following steps : 

10x1+x2=12   --------------(1) 

x1+10x2=21  --------------(2) 

And with initial values   x
0

1=x
(0)

2=0 

From (1) we have     x1=1.2 - 0.1x2 

From (2) we have     x2=2.1 - 0.1x1 

Then iterative equation for this system is  

 x1
(k+1) 

=1.2 - 0.1x2
(k)

 

x2
(k+1)

 = 2.1 – 0.1x1
(k+1) 

by apply this equations and by use first-order norm  ,Then 

 x1
(1) 

=1.2     &    x2
(1)

 = 1.98 

║ x
(1) 

- x
(0) 

║=3.18 

We also apply the  proposed method with linear system that have 10 * 10 dimension ,the results of 

10*10 system and (3*3 & 2*2) explained  in table(1) and table(2) respectively ,the performance 

curve which determine the convergence of the training curve with error rate as shown in figure(5) 

and Training state curves shown in figure(6) 
 

Table(1)The experimental result of 10 * 10 system 

 

 

 

Example 

4 

No. 

Equations 

No. 

Variables 

Values of variables Errors 

Ratio X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 

BBNN 10 10 3 -4 6 -6 6 -5 5 0 -5 2 10
-5
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Table(2) The experiential results of 3 * 3 and 2*2 systems 

No. Example 
Method 

Name 

No. 

Equations 

No. 

Variables 

Values of variables Errors 

Ratio X1 X2 X3 

Example1 
Direct 3 3 2 1 3  

BBNN 3 3 2 1 3 10
-5

 

Example2 
Iterative 3 3 1 1 1 2˟10

-4
 

BBNN 3 3 1 1 1 10
-5

 

Example3 

Direct 2 2 1 2 - - 

Iterative 2 2 1 2 - 2˟10
-4

 

BBNN 2 2 1 2 - 10
-5

 

 

      
Figure(5) The performance curve of 10* 10  system     Figure(6) Training state curves of 10 *10 system 

 

5.Conclusion 
The main purpose of the neural network is to establish the required mapping or at least 

approximates it to some desired accuracy. System identification using neural networks, is then a 

problem of finding some weights matrices that represent the transfer function of the unknown 

system. by concord solving linear algebra system as unknown system and used the final weights 

matrices that represent the transfer function as system internal representation to the system, we can 

introduced  system used to solve the linear system same as the traditional methods. The main points 

can be detected from experiment:  

 the proposed system (BBNN) used to solve a linear algebra equation system. we can added this 

system to previous methods such as direct and iterative methods. And the results obtained from this 

system same as the result obtained from other methods, these results illustrates in table (2) above.  

 the proposed system used with large dimension systems with good solution as shown in table (1) 

above. 

 the proposed system provide a good convergence equal to 10
-5 

as shown in figure 3,5 .  

  the output values of proposed system to variables have optimal solutions. 

 The error propagation in Black-Box system is less.  The traditional methods depend on the 

dependence between the values from each step on previous step. These dependence increase the 

probability of error happened in any step to other steps. When the Black-Box system provides 

independent steps.  

 The execution time with Black-Box system is very specially when deals with large number of 

equations. 
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