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Abstract

This paper presents an intelligent modeling technique that combines the merits of
Fuzzy Logic (FL), Neural Networks (NNs) and Genetic Algorithms (GAs), where the
GA is used to train a Fuzzy Neural Identifier (FNI) to identify ill-defined dynamical
systems using the series-parallel identification model.
The parameters of the FNI (including the input and output scaling factors, the centers
and widths of the membership functions (MFs) for the input variables, and the
quantization levels of the output variable, that are subjected to constraints on their
values by the expert) are modified by the real-coding GA with hybrid selection method
and elitism strategy based on minimizing the Mean Square of Error (MSE) criterion.
The simulation results for modeling three different nonlinear plants show the
effectiveness of this FNL
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1. Introduction

In the fields of physical science and
engineering, the development of a
mathematical model of some physical
phenomenon is of a significant
importance in order to make analytical
predictions about the behavior of the
system. In control applications, we are
often interested in modeling a physical
plant, so as to predict the effect of
control efforts and disturbances on the
plant [1]. Increasingly, control systems
are required to have high dynamical
performance and robust behaviors, yet
are expected to cope with more complex,
uncertain and highly nonlinear dynamic
processes. Along with this increased
process complexity is  increased
abstraction and uncertainty in the models
and their mathematical representation.
One significant approach in dealing with
major changes and uncertainty in
nonlinear dynamical processes is
through intelligent modeling and control
[2].

Currently, there are a number of
techniques that can be used as a basis for
the development of intelligent systems,
namely, Expert Systems (ES), Fuzzy
Logic (FL), Neural Networks (NNs),
Genetic Algorithms (GAs) and Artificial
Life (AL) [3]. However, every intelligent
technique mentioned above has its
particular drawback, which limits its use
to particular applications and not for
others. For example, while NNs are good
at recognizing patterns, they are not
good at explaining how they reach their

decisions. On the other hand, FL
systems, which can reason with
imprecise information, are good at

explaining their decisions, but they can't
automatically acquire the rules they use
to make those decisions. These
limitations, and others, have been a
central driving force behind the
appearance of a rapidly emerging field
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of Fuzzy Neural Networks (FNNs),
which attempt to obtain the advantages
of both FL and NNs techniques while
avoiding their individual drawbacks [4].

The choice of learning method for the
NNs is of big importance. Supervised
Jearning, for example, is the most
common method for learning NN,
which depends on availability of
sufficient data. However, there are some
situations where such data can't be
obtained. In addition, there is another
problem with the supervised learning
algorithms, which is the tendency to get
stuck at local optima in weight space.

As an alternative learning algorithm
for the NNs, the GA may be used to
overcome the two problems just
mentioned above. Because in GAs, the
need for the availability of supervised
data does not appear. In addition, the
best regions, as defined by the fitness
evaluation function, of the search space
gather increasing numbers of vectors.
Hence, all regions of the space continue
to receive attention. Moreover, the
crossover and mutation operators work
to ensure that all regions of the search
space continue to be explored.
Therefore, the GA is more likely to
finally converge toward finding the
global solution of a given problem
[51(61[7].

This emerging field of integrating the
merits of FL, NNs, and GAs has been
termed  Soft  Computing  (SC),
representing a flexible and more
powerful approach that takes advantage
of the three methodologies [8].

Utilizing this powerful approach, this
paper presents a genetically trained
Fuzzy Neural Identifier (FNI) to identify
ill-defined dynamical systems.

2. Structure of the Fuzzy Neural
Identifier (FNI)
The structure used by Ad’doory [9] as
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a controller and by Ismaeel [10] as an
emulator is used in the present work but
with the genetic learning instead of the
Back Propagation Algorithm (BPA) used
in the mentioned references.

The structure of this FNI has a total of
six layers as can be seen in Fig. (1). For
convenience, the following notation will
be used to describe the function of each

layer

/i ,-L : the net input value to the i™ node
in layer L,

0 ! : the output value of the i node in
layer L.

The function of each layer can be
summarized as follows:

Layer One (Input Layer)

There are three input (linguistic) nodes
in this layer, which transmit their inputs
to layer two after they have been scaled
into a predetermined range.

Layer Two

The three fuzzy sets in this layer are
consisting of nj;, n and n3 linguistic
terms, respectively. Hence, nj+np+n;
nodes are included in this layer (in this
work n;=ny=n3;=7). The input of each
node in this layer can be expressed as:

% — b, i =17
2 . ()
I} =q¢,%,-b,, i=8,,14
Xy =By d=1521

Where x;, x» and X3 represent the states
of the system to be identified; ¢, c;; and
ci1 are the input scaling factors
representing the weights of the links
between the input layer and layer two.
bi1, biz and b3 are the biases to the three
fuzzy sets in layer two respectively, and
they determine the positions of the
“centers” of the input membership
functions (MFs). The activation
functions of all nodes in layer two are

linear and thus their outputs O ? are:

O=l i=13.71 (2)
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Layer Three
It has the same number of nodes as

layer two. The nodes in the two layers
are linked one-to-one and the variable
weights of the connections between them
t;; define the “widths” of the input MFs
for each fuzzy set. All nodes in this layer
have a bell-shaped activation functions
and their outputs O; are expressed as:

02

0} = exp(~1/2.[=-)
if

Where i=1,2...21, and j=1,2,3. Layer
three together with layer two can be
considered as the antecedent part of this
FNIL

3)

Layer Four (Rule Layer)

This layer, which has seven rule nodes,
performs the multiplication operation for
fuzzy inference. The links between
layers three and four have unit weights.
The input to each node in this layer is:

If o OI"S'O;'{? ‘Of'3+ld (4)
Where i=1,2...7. While the
corresponding output is:

o} =1I] ®)

Layer Five (Consequent Layer)

It has only two nodes, which perform
the center of gravity defuzzification
method. The total inputs /; and;to
both nodes are given by:

?
Horl} =Y 3,0/ 6)
i=1

where j=1,2. For the first node yy
defines the value of the i output
quantization level and is obtained
through training. For the second node all
yais’ are fixed at unity. The outputs of
these units are:
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015 =[}5
0} =141}

€))
(®)

Layer Six (Action Layer)

It has only one node, which receives
the outputs of layer five (O and O;)
via links with unit weights and
multiplies them together to yield its net
iIlpUt 152

I, =002 )
And finally, to obtain the output yy of
the FNI, Is is multiplied with a factor c;
representing the output scaling factor of
the FNI:

yo= 0 =5k (10)
3. Operators of the real-coded GA

The following operators were

used in the real-coded GA used to train
the FNI:

3.1 Hybrid selection
This selection method, which

was first introduced by Al-Said [11],is a
combination of Roulette Wheel and
deterministic selection, forming a robust
strategy inspired from the simplex
selection method. In this method, it is to
accept in the new population only those
strings that have better fitness values
than the worst individual in the old
population. This method is expected to
ensure good guidance in the complex
and nonlinear search space, due to its
ability to improve the strings in a given
generation from those in the previous
one.

3.2 Elitism

In this operation, the best n parents (in
this work the best two) from the current
generation are copied directly into the
next generation as they are. This
approach prevents the best fitness value
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in a given generation from becoming
worse than that in the previous
generation [12].

3.3 Crossover

In the real-coding crossover
operator, which is similar to that of
binary coding, a pair of mating
chromosomes exchanges information by
exchanging a subset of their
components, where an integer position k
is selected uniformly at random along
the chromosome length. Then two new
chromosomes are created by swapping
all the genes between positions k+1 and
L, where L is the chromosome length
[12}.
For example, the pair of chromosomes a
and b as
a=[2.3,5,1.9,7,4,3.2,8.5]
b=[7.6,9,3,2.9,6,5,1]
are crossed over at the third digit
position to yield:
8’={2.3.5.3.2.9.65.11
b’=[7.6,9,1.9,7,4,3.2,8.5]

3.4 Mutation

This operation causes random changes
in the components of the chromosomes
in the new population. In binary-coding
GA, this operator randomly flips some of
the bits in chromosomes. For example,
the chromosome 00010 might be
mutated in its second position to yield
01010. In real-coded GA this operator is
adapted by simply replacing the mutated
‘gene’ with another random number
chosen in the same range assigned for
that ‘gene’. As an example, the
chromosome ¢=[5,8.1,1.6,4,2,9,3] 1s
mutated at the fifth ‘gene’ to yield:
¢’=[5,8.1,1.6,4,3.3,9,3].

4. The proposed genetic learning for
the FNI

The following genetic procedure is
used for training the FNI:
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Stepl: Initialize the genetic operators:
the crossover probability Pec, the
mutation probability Pm, the population
size, and the maximum number of
generations.
Step2: Generate randomly the initial
population within certain bounds, in
which each individual represents the
entire modifiable weight connections of
a single FNI.
Step3: Evaluate the objective function
for each individual in the population
using the Mean Square of Error (MSE)
criterion having the form:

Np

MSE =Y [yp(k);ym(k)]-

(1)

where yu(k) is the plant’s output at
sample k, ym(k) is the FNI's output at
sample k and N, is the number of the
training patterns. Then, for each
individual, calculate the fitness function
using the Darwinian fitness equation of
the form [11]:

1
= (12)

fitness s -
& + objective  function

where¢is a small constant chosen to
avoid division by zero.

Step4: Put in descending order all the
chromosomes in the current population
(i.c. the first one is the fittest). Then
apply “Elitism” strategy described in
section 3.2.

StepS: Select individuals by using the
hybrid selection method [11], and then
apply the real-coded genetic operators of
crossover and mutation described
previously.

Step6: Stop if the maximum number of
generations is reached, otherwise
increment the generations counter by one
and go to step3.

5. Simulation results
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When the series-parallel identification
model and the parallel identification
model are employed for identification,
the system is assumed to be bounded-
input bounded-output (BIBO) stable in
the presence of an input. However, if the
parallel structure is employed, it cannot
be guaranteed that the learning process
of the weights will converge or the error
between the output of the system and
that of the network will tend to zero
[10,13].

Therefore, the series-parallel model is
used in this work (see Fig.2).

The Universe Of Discourse (U.0.D) for
both the input MFs and the output
quantization levels are selected to be
from —6 to 6. It should be noted that
another range could also be selected
since the input and output scaling factors
can be modified genetically.

The following training input signal is
used to train the FNI:

0 0<k<l13
-0.5 13<k <63
Uy (K) =40.5 63<k<126

0.5sin( %r) 126 < k <250

While the best individual (FNI) in the
GA is tested using the following test
signal [14]:

OASSin(ES?i) 0<k<63
0.5 63<k <125
um,(k)=1—0.5 125<k <188
.k . km
0.5(0.3sin(-—)+ 0.1sin(—)
12 15 188 <k <250
+0.6sin(k—’z)}
5
The real-coded GA is set to the

following parameters:
Population size: 30
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Maximum number of generations: 1000
Pc (crossover probability): 0.8

Pm (mutation probability): 0.05

The following nonlinear plants are to be
identified by the FNI:

Plant 1: [13]

yiiy =— 2D

=YD 03y -2)+0.5u(k -1
el k-2 Radus=0)

Plant 2: [15]
(k)
1+y*(k)

Plant 3; [10]

_ YRy, -1)(y(k)+0.5)
1+y* () +y* (k-1

yk+1)= +(u(k)+1).u(k).(u(k)-1)

y(k+1) u(k)

For plant3, we need only two input
(linguistic) nodes in layerl and hence,
two fuzzy sets in layer2. Therefore, we
need only (14) nodes in layers 2 and 3 of
Fig. (1).

Figures (3), (4) and (5) show the output
of the plant (yp) and that of the FNI (ym)
along with the best MSE value against
generations for each plant respectively.

6. Conclusions

In this paper, a genetically
trained FNI, which combines the merits
of FL, NNs and GAs, is used as a series-
parallel identifier for nonlinear systems.
A real-coding operators GA has been
used to adjust the parameters of this FNI
based on minimizing the MSE criterion.
The difficult problem of finding the
optimal values of the input and output
scaling factors for the FNI has been
overcome by making the GA find these
optimal values. The simulation results
showed the effectiveness of the proposed
identifier in terms of the convergence
accuracy to the real system.
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Layerl Layer2 Layer3 Layerd  LayerS Layer6

Fig. (1) Structure of the FNI.

u(k) -
z! B
z” Plant
2! & Yp(k+1)
»
z"i
e(k+1)
i ‘ :
z! » Ym(k+1)
_’.
| » FNI
77— \ Adaptation
: Mechanism | — V¥
- (GA)
z

Fig. (2) Series-parallel identification structure.
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Fig. (3) Simulation results for Plant 1 (a) plant and FN! outputs (b) best MSE.
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Fig. (4) Simulation results for Plant 2 (a) plant and FNI outputs (b) best MSE.
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Fig. (5) Simulation results for Plant 3 (a) plant and FNI outputs (b) best MSE.
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