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Abstract— The number of devices connected to networks and the internet such 

as the Internet of Things,  machine to machine, social media or speech traffic, 

etc., are rapidly increased that results in a huge amount of traffic. This leads to 

congestion that increases packet loss and reduces system performance. 

Therefore, a single server cannot handle this traffic and need to use some 

approaches to optimize network performance. The use of a load balancer to 

distribute network traffic among multiple servers could minimize the load on a 

single server, provide availability, scalability, and enhance network 

performance. A load balancer in a traditional network is a dedicated hardware 

device that is expensive, close vender, and non-programmable. A load balancer 

contains few algorithms that network engineers cannot change or create a new 

one. In contrast, Software Defined Network (SDN) that utilizes load balancer is 

programmable (hardware independent) and more agilely.  

The objective of this investigation is to implement the Least packet load algorithm, which 

is used in the traditional load balancer, using an SDN-controller Python Network 

Operating system (POX) in order to distribute load among servers. Moreover, it discusses 

some research opportunities that this work introduces to improve load balancing in SDN. 

This work is validated through extensive simulations and emulations that compare the 

proposed algorithm with four of the most widely cited schemes. The results indicate that 

the proposed algorithm improved network performance and achieve up to 21% increase to 

system throughput compared to other benchmark approaches. 

Index Terms— Software Defined Networking, OpenFlow, Load Balancing, POX. 

I. INTRODUCTION 

With the growth of internet services, a progressive amount of transmission data causes 

more traffic among network devices. It leads to congestion and loss of information [1]. 

Traditional networks do not have centralized control, each element (routers, switches) in the 

network has its own control plane. Therefore, each network device forwards traffic 

according to its configuration like media access control learning (MAC) of forwarding 

tables and data planes [2]. 

Since traditional network devices are decentralized, a lot of administration work is 

required to manage and reconfigure devices separately which causes inconsistency in the 

network. With the advent of a new paradigm known as Software Defined Networking 

(SDN), the control plane is shifted from decentralized form as in traditional network 

devices to a centralized one. This new architecture simplifies equipment designed in data 

plane which leads to a decline in the cost of the switches manufacturing and reduces the 

necessary efforts in network management by enabling automation management via 

programmability [3]. 
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SDN consists of three layers; infrastructure layer which contains network devices 

(routers and switches) that support SDN protocol (OpenFlow, NetFlow, sFlow [4]), control 

layer which represents network brain that is responsible for specifying the path of data 

packets and applying restrictions on them and lastly application layer where innovative 

applications are created like (load balancer, firewall … etc.). The Connection between the 

control layer and the data layer is called southbound an Application Program Interface 

(API) which done via a protocol like OpenFlow, while the application layer and control 

layer implemented by northbound API which provides abstract views of the network shown 

in Fig.1 [5]. A load balancer is a technique that distributes network traffic among multiple 

servers to maximize network resource utilization including decreased response time and 

increased bandwidth [3]. The traditional network load balancer is very expensive and closed 

by the vendor [6], in contrast, the software load balancer is open and cheaper than hardware 

but its efficiency depends on the installed server specification, in addition to operating 

system compatibility (update and change) [7]. 

 

FIG1: SDN ARCHITECTURE [5] 

This paper employed a real SDN controller (POX) [8] to control the network load by 

redirecting the client’s requests to servers that currently receive the fewest packets. 

Evaluation is done through emulation and the results are compared with a number of the 

most popular algorithms used in the load balancer. The results show that the proposed 

algorithm is more efficient especially in heavy load of Transmission Control Protocol 

(TCP) and User Datagram Protocol (UDP) traffic. 

The rest of the paper is organized as follows: Section II highlights the related work; 

section Ⅲ explains SDN-based Least Packet Load Balancer; section Ⅳ discusses 

performance evaluation; while section Ⅴ consists of the conclusion and future work. 

II. RELATED WORK 

In 2008 at Stanford University, McKeown et al. proposed the first and foremost SDN 

standard known as OpenFlow [9]. OpenFlow protocol acts as a vital role in SDN 

architecture; it allows innovation in the network, and it has one or more flow tables that 

used to redirect data forwarding in switches and routers [10]. 

Flow tables in each OpenFlow switches have flow entries; each entry determines how 

the incoming packets manipulate and forward to the desired destination as shown in Fig.2 
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[11]. Load balancing in SDN based networks can be categorized based on the algorithm 

utilized in distributing traffic. The simplest algorithm is a Random load balancing strategy 

[5], it forwards traffic among servers randomly without considering any Quality of Service 

(QoS) parameters. This strategy has some limitations in which one server may be 

overloaded. 

 

FIG. 2.  FLOW ENTRY [11] 

The second approach is to employ a round-robin algorithm to distribute the traffic evenly 

among nodes. This strategy is one of the most popular algorithms used in load balancing 

due to its simplicity [12-14]. This algorithm doesn’t consider any QoS parameter on the 

servers that may lead to forwarding traffic through poor connections and low bandwidth 

links. 

Another popular approach in load balancing is weighted round-robin [15-17], in this 

algorithm some servers can get a higher share of the total traffic. This algorithm has 

efficiently used heterogeneous servers, different link quality, or based on security 

restrictions but this algorithm needs to set the weight manually while in the real-world 

scenario network environment may change during the runtime. Least connection load 

balancing strategy directs flow to the server which has a minimum number of active 

transactions [18-20]. This algorithm distributes workload equally among servers and 

requires robust servers when the number of clients and traffic ramp-up. The least bandwidth 

algorithm distributes traffic dynamically in which traffic forwards to the server with the 

lowest network traffic consumption [21]. Its gathers bandwidth information about each 

server in load balancing and take decision based on gathered information, thus, it's more 

accurate but harder to implement. Another approach is the Internet Protocol Hash Load 

balancing (IP hash) [22]. This algorithm checks the incoming packet and matches with 

Internet Protocol (IP) in the controller's log, if it is matched then updates the flow table 

otherwise it is redirected to a new server. This algorithm adopts the IP of traffic and does 

not take in it is a consideration load of servers, so it may result in unfair distribution. 

Moreover, An SDN-aided mechanism for web load balancing based on server statistics 

(SD-WLD) [23] algorithm chooses the best server based on switch port traffic, which is 

counted in the number of received bytes, and response time of the server. despite this work 

enhances the throughput in lower response time, but it cannot be used in redirect traffic 

based on the service port since it does not handle packet header. Another algorithm is 

Session Initiation Protocol (SIP) load balancing based on SDN [24]. This approach uses 

SDN to offer a new architecture for SIP networks which is easy to configure and change. 

SIP networks consist of agents that make requests and servers which handle those requests. 

The algorithm distributes traffic among servers based on the least number of requests as a 
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server load. this work does not take in its consideration the size of the requested data, so it 

may make an unfair load distribution. 

This work handles the limitation in previous methods by parsing the packet header and 

calculating the load on each server based on destination IP. SDN-based Least Packet Load 

Balancer (SLPLB) strategy is used efficiently in heterogeneous and homogeneous servers 

because it considers the current load on the server. This approach provides a research basis 

for many other applications like Denial of service, firewall, or forwarding packets based on 

some specific criteria. This approach parses the packet header which enables the network 

engineer to develop policies based on the information acquired from the packet header.   

III. SDN-BASED LEAST PACKET LOAD BALANCER 

SDN load balancer is a software-based that can be programmed based on network 

requirements. The efficiency of the load balancing is based on the technique that used to 

satisfy the network performance enhancement via resource utilization, minimize response 

time and reducing the overload [25].  

In this work, an investigation that utilizes traffic in load balancing to develop an 

algorithm called SDN-based least packets load balancer (SLPLB). In this algorithm, a 

server is selected based on the number of packets forwarded to that server. The server 

selecting procedure is calculated by analyzing the statistics of each stream on a switch port; 

the number of packets on each port is obtained as: 

 𝑀𝑖𝑛_𝐿(𝑆𝑑) = 𝑀𝑖𝑛1
𝑛(𝑆𝑖)   1 ≤ i < n, 1 ≤ d < n       (1) 

Where S is a pool of available servers for the client to use and the total number of servers are n. 

𝑀𝑖𝑛1
𝑛 is the function of calculating load for incoming packet to switch and i is index of available server 

where 1≤ i < n. 𝑀𝑖𝑛_𝐿(𝑆𝑑) is a minimum load of selected server, d is the index of least load selected 

server. 

The OpenFlow connection starts by performing an initial handshake between the controller and 

switches, after that the controller finds out about the existence of the switches. The controller discovers 

how the switches are interconnected in topology via the link layer discovery protocol (LLDP) packet. 

The controller sends an OPFT-FLOW-MOD message that order switches to resend any received LLDP 

to the controller. After that, a PACKET-OUT message containing LLDP as payload will be sent to the 

switches by the controller. Each switch resends PACKET-OUT to all ports but the incoming one. When 

a switch receives the LLDP packet, it replies to the controller with an OPFT-PACKET-IN message. 

The topology is discovered through this mechanism. 

After the POX controller discovers the topology (switches, links, and hosts), the controller will 

initiate the traffic in a random fashion because there is no history of the load on servers at startup and 

they all have the same load. After that, to collect load statistics on each port POX sends a “Flow- statics 

-request” to the switch every 14 seconds (this number is selected empirically). OpenFlow switch 

responds to the controller via Flow-statics-received. Flow-statics-received has been modified to obtain 

the total number of packets (load) that each server process. Then, the load balancer selects the server 

with the lowest number of packets and the controller prepares the appropriate flow rules by OPFT-

FLOW-MOD message for the server specified in the switch to send the upcoming traffic as shown in 

the Fig. (3 and 4). 
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FIG. 3.  SLPLB FLOWCHART 

 

FIG. 4.  SLPLB ALGORITHM 
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IV. PERFORMANCE EVALUATION 

In this section, SLPLB is evaluated using Mininet [26] tool emulator which is very widely employed 

in SDN research and POX controller. The proposed algorithm is compared with Random, Round-robin, 

Weighted Round-robin, least connection and Least bandwidth consuming in terms of throughput. 

A. SIMULATION SETUP 

Mininet is used to emulate the OvSwitch [27] that supports OpenFlow [10] protocol in 

order to evaluate the proposed SDN based load balancing algorithm. Mininet emulation is 

installed on oracle virtual box version 6.0.14 that is used to create network topology utilized 

in this paper. A real programmable SDN controller (POX) is used as a remote controller in 

which the proposed algorithm is deployed.  The emulated network utilizes OpenFlow 

protocol using remote POX controller on port: 6633, three servers and a different number of 

clients implemented in three scenarios (6,15,30) to test the performance of the proposed 

method in light, medium and high load as shown in Fig. 5. Internet Performance Working 

group (Iperf) [28] tool is utilized to generate TCP and UDP traffic from clients to servers 

and then calculate the throughput on each server. 

 

FIG. 5.  NETWORK TOPOLOGY 

B. EVALUATING AND VALIDATING RESULTS 

The proposed algorithm in this paper is evaluated and compared with random, round-

robin, weighted round-robin, least connections, least bandwidth which are one of the most 

cited algorithms in this field. The results are compared in terms of throughput under various 

amounts of loads for each algorithm. This paper utilized an Analysis of Variance Statistical 

(ANOVA) to validate our work similar to the work in [29]. ANOVA is a statistical tool 

used to verify that the compared algorithms are statistically different using F > Fcrit.                                                                                                                                       

F, Fcrit, and P are parameters of ANOVA; where F is a comparison of the variation 

between sample means and the variation within sample means, Fcrit is the value extracted 

from analysis variance table, and P is the probability of the difference happened by chance. 

The acceptable value for P is less than 0.05. If F is greater than Fcrit then the null 

hypothesis is rejected at the 0.05 significance level and the throughput samples mean are 

significantly different [29]. Fisher's least significant difference (LSD) is used to show 

whether the proposed algorithm (SLPLB) achieves higher throughput. LSD value is 

calculated using Eq. (2). 
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𝐿𝑆𝐷𝐴,𝐵 = 𝑡(0.05 2⁄ ,𝐷𝐹𝑊)√𝑀𝑆𝑊. (
1

𝑛𝐴
+

1

𝑛𝐴
)                                                      (2) 

Where t is critical value for degree of freedom associated with mean square variance 

(MSWithin) and n is a number of samples [30].  Table  Ⅰ and Ⅱ show the ANOVA and 

LSD results for each scenario respectively. 

TABLE Ⅰ ANOVA RESULT 

Number of 

transmission 

nodes 

ANOVA Test 

F Fcrit P < 0.05 

6Hosts_TCP 22.92016 2.266062 1.22E-17 

6Hosts_UDP 23.70836 2.266062 3.86E-18 

15Hosts_TCP 13.37687 2.239486 5.9E-12 

15Hosts_UDP 11.95593 2.239486 1.05E-10 

30Hosts_TCP 49.71002 2.226649 3.3E-44 

30Hosts_UDP 25.29412 2.226649 1.58E-23 

TABLE Ⅱ LSD RESULT 

Number of transmission 

nodes 

Throughput Average for the Networks (Mbps) 
LSD 

SLPLB Random RR WRR LBW LC 

6Hosts_TCP 56.581 43.345 76.467 55.751 55.847 56.607 19.547 

6Hosts_UDP 45.193 33.037 63.58 38.62 42.093 40.56 18.290 

15Hosts_TCP 53.027 34.647 38.111 39.793 41.100 38.423 11.840 

15Hosts_UDP 50.955 34.412 35.573 37.189 38.971 37.829 11.858 

30Hosts_TCP 39.535 23.861 25.54 21.883 34.518 30.886 4.605 

30Hosts_UDP 45.981 29.196 35.092 34.686 37.912 36.714 5.840 

 

     

FIG. 6. THROUGHPUT AVERAGE OF 6 TCP CLIENTS                        FIG. 7. THROUGHPUT AVERAGE OF 6 UDP CLIENTS 
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FIG. 8. THROUGHPUT AVERAGE OF 15 TCP CLIENTS                                FIG. 9. THROUGHPUT AVERAGE OF 15 UDP CLIENTS 

               

FIG. 10. THROUGHPUT AVERAGE OF 30 TCP CLIENTS                         FIG. 11. THROUGHPUT AVERAGE OF 30 UDP CLIENTS 

A number of different throughput results are generated in each scenario for each algorithm. The 

average value of these results is calculated for each algorithm (SLPLBavg, Randomavg, RRavg, 

WRRavg, LCavg and LBWavg). If the absolute value of (SLPLBavg – RRavg) is greater than the LSD 

value, then the two averages are statically different. LSD for SLPLB avg is compared with all of the 

benchmark algorithms to validate that the proposed algorithm is causing the statistical difference that 

ANOVA test shows. Fig. (6-11) show the results of the proposed algorithm compared with the 

benchmark and represented by Box and Whisker graph. In the Box and Whisker, Box is divided by the 

median so it is possible to show the average throughputs higher and lower than the median while 

Whisker represents the maximum and minimum values. In this graph, data is divided into four quartiles. 

The first quartile represents 25% of data which starts from the lower value and called Q1. Q2 which 

represents the second quartile has the percentage from 25.1 up to 50%, which is the median, while the 

third quartile above the median (Q3) has a percentage from 50.1% up to 75% and the last one (Q4) 

represents the highest quartile of data up to the maximum value. For example, figure 10 illustrates the 

SLPLB throughput results between 46 and 35 Mbps while the benchmark algorithms achieve 

throughput between 39 and 10 Mbps (with an increase of 21%). More than 50% of the median relatively 

throughput of SLPLB is greater than other benchmarks. Furthermore, this figure shows the proposed 

algorithm is more consistent since it is less varying while RR is less consistent with high load on the 

network. In fig. 7 illustrates the Round Robin algorithm works better than the proposed algorithm when 

the load on servers is not high. 

V. CONCLUSION AND FUTURE WORK 

        This paper investigated and implemented the SDN-based Least Packet Load Balancing method in 

the SDN load balancer through three scenarios. SLPLB parses the incoming packet in each switch to 

estimate the current load of serve. As a result, this permits the load balancing algorithm to dynamically 

select the server. The suggested SDN based algorithm outperforms the benchmark algorithms especially 
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when the load is high on the network. The suggested model provides the foundation for future research 

on load balancing by parsing the traffic header and redirect traffic to specify services like email, web, 

and video conference based on service port in the packet header. Another future research direction for 

this work is to develop this algorithm to avoid distributed denial of service through IP filtration. Another 

future research is to implement a test bed with a multi-controller system instead of a single controller 

to avoid single point failure in the network. 
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