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Abstract

The multicriteria single machine model is presented in this paper. We consider the machine
scheduling problem (MSP) of n jobs on a single machine minimize a function of tricriteria: total
completion time (2.C}), range of lateness (Ry) and maximum tardiness (Tinq.) Which is an NP-hard

problem.

In the theoretical part of this work, we introduce the mathematical formulation of the
discussed problem then demonstrate the importance of the dominance rule (DR) which can be applied
in this problem to improve the good solutions. While in the practical part, one of the important exact
methods; Branch and Bound (BAB) algorithm is applied to solve the suggested MSP tricriteria by
finding a set of efficient solutions forl// (X C;, R, Timax ) up to n=18 jobs and BAB algorithm with

DR up to n=39 jobs in a reasonable time to find the efficient solutions for the problem. In addition, to
find good approximate solutions, we suggest two heuristic methods to solve the problem. The practical
experiments prove the good performance of the two suggested methods.
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1. Introduction

Machine Scheduling problems (MSP) considered branch of the combinatorial optimization
problems field, which it's defined as a decision making process that can be used on a many regular
basis in various services industries and manufacturing. MSP deals with the allocation of resources to
act over given time periods and its objective is to minimize one or many objectives [1]. Many fields
that the scheduling theory has been of concerned; like computer science, manufacturing systems,
transportation, industrial management, hospitals agriculture, and many other fields [2]. Tasks and
resource are called jobs and machines respectively.

Scheduling is the process of assigning limited resources to a set of jobs over a period of time.
The resources may be machines in a workshop, runways at an airport and crews at a construction site,
as well as processing units in a computing environment and so on. The jobs may be operations in the
production process, take-offs and landings at an airport, stages in a construction project, execution of
computer programs and so on [3]. The goal of scheduling is to assign resources to the jobs such that
one or more objectives are optimized. Within manufacturing scheduling, there are many different types
of problem classes. These include single machine, parallel machine, flow shop and job shop [4].

The multicriteria scheduling problem has received significant attention in recent years and
extensive survey of multicriteria are provided by Nagar et al. [5]. They show that two kinds of
problems have been tackled. The first one deals with problems in which a lexicographical order of
criteria is minimized. The studies by Smith [6], [5] and [7] are examples of hierarchical minimization
problems. The second kind; simultaneous approach, there are two types, the first one typically
generated all efficient schedules and select the one that yields the best composite objective function
value of the two criteria. The second is to find the sum of these objectives. Several scheduling
problems are considering the simultaneous minimization of various forms of objective functions.
Hoogeveen (2005) [7] presents details survey of the most important results on multicriteria scheduling.
The earliest study in simultaneous field has begun by Van Wassenhove and Gelders [8] they studied
the efficiency with respect to the criteria the total completion times and the maximum tardiness in
single machine problem. For more details about multicriteria (see [9,10,11]).

In this paper, we consider the problem of scheduling number of jobs (n) on a single machine
to minimize a multicriteria objective function which be stated as follows: Each jobis to be processed on
just one machine which can handle just one job at a time. For each job j there is a processing time and
due date. All jobs are ready for processing at time zero. The aim is to find a set called Pareto optimal
solutions set for the 1/ /F(X.C;, Ry, Tymaz ) problem.

In section two we will discuss the mathematical formulation of 1{{{2&'}-1 Ry, Tynaxproblem.

In section three the BAB will be proposed with new suggested upper and lower bound. Two heuristic
methods are suggested to find near optimal solution for the suggested problem are introduced in
section four. The practical and comparative results are introduced in section five. Lastly, in section six
we will introduce the most important conclusions and some recommendations.

1.1 Important Notations
There are some notations are used in this paper:

N : Number of jobs.

Bj : Processing time of jobs j.

d; . Due date of jobs j.

C; Completion time of job j, where ¢; = %7 _ p,.
X6 . Total completion time.

L; . Latenessof job j, L; = C; — d;.
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R, . Range of lateness,Ry = Lpax — Lonin
T - Tardiness of job j, T; = max{L;,0}.
Tz Maximum Tardiness of all jobs, T,,,,.. = max{T;}.
DR : Dominance Rules
WDR : Without DR.

1.2 Machine Scheduling Problem

In this paper we need some basic definitions.
Definition (1) [12]: Suppose we have set of all schedules S for a scheduling problem P, a schedule
o £ 5, is said is called feasible if it satisfies all the constraints of the problem P.
Definition (2) [7]: A feasible schedule ¢ is called Pareto optimal, or efficient (non-dominated) with
respect to the criteria f and g if there is absolutely no feasible schedule 7 such that
both f(m) = fla)and g{m) = g{a), for at least one of the inequalities is strict.

Definition (3): (Shortest Processing Time(SPT) rule) [4]: Jobs are sequenced in non-decreasing
order of processing times (P5), (i.e. p1 = Pz = -+ = pyp). This rule used to solve the problem 1//%C;.

Definition (4): Earliest Due Date (EDD) rule [7]: If the jobs are sequenced in non-decreasing order
of due date (c;)(i.e. dy = d = --- = d,,). This rule is efficient to minimize the problem 1//T,,..
Definition (5) [13]: The term “optimize" in a multicriteria resolution making problem indicates to a

solution about which there is no way of improving or developing any objective without worsening the
other objective.

1.3 Dominance Rule (DR)

Reducing the current sequence may be done by using several Dominance Rules (DR's). DR's
usually specify some (all) parts of the path to obtain good value for objective function so they can be
useful to determine whether a node in BAB method can be ignored before its lower bound (LB) is
calculated. Clearly, DR's are particularly useful when a node can be ignored although it has a LB that
is less than the optimum solution. The DR's are also useful within the BAB method to cut all nodes
that are dominated by others. These improvements lead to very large decrease in the number of nodes
to obtain the optimal solution.

Emmon's Theorem (1) [13]: For the 1/ /% Tjproblem, if p; = p; and d; = d; then there exists an
optimal sequencing in which job i sequencing before job j.

Definition (6) [13]: If G is a graph that has n vertices, then the matrix A(G)=[a;],
whosei “*andj*element is 1 if there is at least one edge between ¥; and V; and zero otherwise, is

called the adjacency matrix of G, where:
0, ifi=jorj+i

a;; = 1, ifi — j,
a;jand a;;, i *].

2. Description of Tricriteria Scheduling 1//(xc;, Ry, T,q, JPTODlEM

Let N = {1,2, ..., n} be the set of jobs which are to be scheduled on a single machine. Each job j € IV,
has positive integer processing time p;and positive integer due date d;. The machine can handle only
one job at a time using the three field classification suggested by Graham et al [3], the MSP denoted
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by 1/ /F(%C;. Ry Trmas)- We Will try to find the set of efficient solutions, for the machine which can be
written for a given schedule § = (1,2, ...,n) as:

MlTlLE R.LIB'_)J mr.i:rJ \

Subject to

€y = oy,

C}- = C(}'—ﬂ + s j=23..,n

L; =C;— dgg). j=12..,n > ...(P)
jr_-;l' = C_;l'_ dsl:_;l::].l j = 1.12.1 L

RL(S) = Lmax(s}_ Lmin('g}i

T; = 0, j=12..n /

This P-problem is difficult to solve and find the set of all efficient solutions.

3. Efficient Solutions for P-Problem using Branch and Bound Method

In this section, we propose two techniques; classical Branch and Bound(BAB) or we can say
BAB without DR (WDR) to determine a set of Pareto optimal solutions for P-problem. The
BAB(WDR) steps are as follows:
Algorithm (1): BAB(WDR) Method

Step (1): INPUT n, psand d; for j = 1,2,...,n
Step (2): SET S= ¢, define F(o) = (XC,¢).R1(0), Tmax (@), fOr any o.

Step (3): Determine the upper bound (UB) by o=SPT rule. For this order o,
computeF{a), j = 1,2, ..., . And set the upper bound UB = F(g) at the parent node of

the search tree.

Step (4): At each node of the search tree of BAB method and for each partial sequence of jobs §,
compute a lower bound LB(8) as follows: LB(8) = cost of sequence jobs (8) for the
objective functions+cost of sequence jobs obtained by sequence the jobs in SPT rule.

Step (5): Branch from any node with LB < UB.

Step (6): At the last level of search tree, we obtain a set of solutions, if F () denote the outcome then
& is added to the set S unless it is dominated by the previously obtained efficient solutions
in S, this process called Filtering S.

Step (7): STOP.

The BAB(WDR) can solved P-problem up to n =18 in a reasonable time.

Also in this section we introduce another BAB which depends on DR (BAB(DR)) to reduce
the number of opened nodes which save time and increase the number of n for the solved problems.
The main steps of this method are similar to BAB(WDR) with some different procedures. The
BAB(DR) steps are as follows:

Algorithm (2): BAB(DR) Method

Step (1): INPUT n, p;and d;for j = 1,2,...,n. Find Adjacency Matrix A.

Step (2): SETS= ¢, define F(g) = (%Cu¢;).RL(0), Tmex (), fOr any o.
Step (3): Find the upper bound UB by o = SPTrule. For this order o, computeF (=), j = 1,2, ...,n
And set the upper bound UB = F{&)at the parent node of the search tree.
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Step (4): At each node of the search tree of BAB method and for each partial sequence of jobs 3,
compute a lower bound LB(8) as follows: LB(8) = cost of sequence jobs (&) for the
objective functions+cost of unsequence jobs obtained by sequence the jobs in SPT rule.

Step (5): Branch from each node with LB <UB and i — J.

Step (6): At the last level of search tree, we obtain a set of solutions, if F (& )denote the outcome then
& is added to the set S unless it is dominated by the previously obtained efficient solutions

in S, this process called Filtering S.
Step (7): STOP.
The BAB(DR) we solve P-problem up to n=39 in a reasonable time.

4. Heuristic Method for P-problem
For the first heuristic method since the SPT rule solving the 1//%.c; problem, then calculate the
objective function, and then put the second job in first place and the other jobs still arranged by SPT

rule and calculate the objective function, and so on until obtain n sequences, the main steps of SPT-
EDD-SCRLT are as follows:

Algorithm(3): SPT-EDD-SCRLT Heuristic Method

Step (1): INPUT np;and d;, j=12,..,n, § = 0.

Step (2): Arrange jobs in SPT rule (73}, and calculate Fy1 {7y ); & = & U {F; (5y)}.

Step (3):FOR i=2,...,n, put job i in the first position of &;_; to obtain &; and calculate ¢,
8 =8 U {F;(o:)}.

END;
Step (4):Arrange jobsin EDD rule (74 ) , and calculate Fy;(my); 6 = 6 U {Fyy (my )]
Step (5): FOR i=2,...,n, put job i in the first position of 7;—1to obtain 7; and calculate Fy;(r;);
8 = 8 U {F;(m;)}.
END;
Step (6): Filter set & to obtain as a set of efficient solution of P-problem
Step (7): OUTPUT The set of efficient solution &.

Step (8): STOP.
The idea of the second heuristic method is summarized by finding a sequence sort with
minimum p; and d; which is not contradiction with DR and calculate the objective function, The main

steps of DR-SERL Tareas follows:
Algorithm (4): DR_SCRLT Heuristic Method
Step (1): INPUT: n,p; andd;, j = 1,2, ..., n.

Step (2): Apply theorem (1) to find DR adjacency matrix A; N = {1,2, ..., n},§ = 0.
Step (3): Find a sequence @y with minimum p; which is not contradiction with DR(matrix A), if 3

more than one job break tie arbitrary, & = § U {1
Step (4): Find a sequence @z with minimum d; which is not contradiction with DR(matrix A), if 3
more than one job break tie arbitrary, & = § U {z,].
Step (5): Find the dominated sequence set & from &.
Step (6): Calculate F(&).
Step (7): OUTPUT The set of efficient solution &.
Step (8): END.
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5. Practical Result of P-problems
The randomly values of p;andd; for all example are generated depending on the uniform

distribution s.t. p; £[1,10] and d; & [1,70] under condition d; =
Before showing all the results tables, we introduce some important abbreviations:

p;.forj=1,.,n.

Ex : Example Number.

Av . Average.

NS : Number of efficient Solution.

ANS . Average number of efficient solution.
TIS . CPU-Time per second.

AT/S : Average of CPU-Time per second.

MOF : Multi Objective Function.

OoP : Optimal Value of P;-problem.

R : O0<Real<1l

F : Objective Function of P-problem.

The results of applying BAB(WDR) and BAB(DR) which are compared with CEM for P-
problem, n=4:10 are shown in table (1).
Table(1): Comparison between BAB(WDR) and BAB(DR)with CEM for P-problem, n=4:10.

BAB(WDR) BAB
MOF TIME MOF
Av(F) AT/S Av(F)
(57.3,15.3,4.8) (56.3,16.0,4.6)
(75.0,20.0,7.9) (73.7,20.5,7.9)
(86.8,19.4,7.5) (79.2,20.0,6.8)
(140.4,33.8,20.7) (139.2,31.4,19.0)
(172.8,36.3,24.1) (166.7,33.6,20.6)
(195.1,34.8,22.0) (199.8,35.8,23.7) (190.4,32.6,20.4)
(267.2,43.8,35.0) (252.4,42.0,30.8) (241.0,41.4,29.7)

From table (1), we notice that BAB(WDR) is more accurate to CEM results because its find
all the solutions for P-problems with no matter that the optimal schedule which gives a solution is
submit to the DR's or not.

In Table (2), a comparison has been made between BAB(WDR) and BAB(DR) for P-problem
for n=11:18.

Table(2): Comparison between BAB(WDR) and BAB(DR) for P-problem, n=11:18.

BAB(WDR) BAB(DR)
oP TIME oP TIME
Av(F) AT/S AV(F) AT/S

CEM
oP TIME
AT/S

Av(F)
(57.3,15.3,4.8)
(74.0,20.0,7.6)
(86.5,19.2,7.2)

(142.4,31.0,18.9)
(169.1,34.5,21.6)

(325.3,52.3,40.0)

(305.5,47.8,36.2)

(258.5,40.8,27.8)

(236.0,43.0,28.5)

(348.7,56.5,46.2)

(336.8,55.1,44.5)

(440.7,66.8,52.8)

(423.1,67.051.1)

(538.1,72.9,60.4)

(466.2,71.2,56.5)

(654.8,81.9,70.5)

(626.4,80.9,68.5)

(641.7,80.4,70.2)

(635.0,78.8,68.0)

(733.5,89.9,79.0)

For n=11:18, we notice that BAB(DR) starts to give minimum values for P-problem
compared with results of BAB(WDR).
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The comparison results of SPT-EDD-SCRLT, DR-SCRLT with CEM, for P-problem, n=4:10
are shown in table (3).
Table (3): Comparison between SPT-EDD-SCRLT, DR-SCRLT with CEM for P-problem, n=4:10.

CEM SPT-EDD-SCRLT DR-SCRLT

oP MOF T MOF T
AV(F) AV(F) AT/S AV(F) AT/S

(57.7,13.7,5.0) (57.5,16.2,5.9) R . (60.9,16.9,6.1) R
(93.8,24.0,14.0) (75.6,22.1,10.0) . (76.6,21.2,8.7)

(73.7,15.8,2.0) (87.4,22.7,10.6) . (92.3,23.1,10.5)
(154.6,33.4,20.3) (146.7,34.9,22.3) 2 | (156.5,34.6,21.8)
(152.4,31.0,71.6) | 1. (172.5,39.5,25.2) 4 | (187.9,39.0,25.6)
(238.5,40.8,29.0) . (201.8,40.8,27.5) 8 | (223.9,38.8,27.1)
(267.2,43.8,35.0) . (256.9,46.0,32.3) 2 | (280.3,44.1,32.4)

Notice that the Heuristic SPT-EDD-SCRLT gives better results from DR-SCRLT compared
with CEM for P-problem for n=4:10.
In table (4) we compare the results obtained from heuristic SPT-EDD-SCRLT and BAB(DR)
for P-problem, n=11,15:(5):35,39.
Table (4): Results of comparison of BAB and SPT-EDD-SCSCRLT for P-problem, n=11,15:(5):35,39.
BAB(DR) SPT-EDD-SCRLT
OoP MOF T
Av(F) Av(F) AT/S
(305.5,47.8,36.2) . (332.8,59.3,44.8) R
(466.2,71.2,56.5) (558.9,78.0,64.4)
(896.5,101.4,88.6) . (938.3,106.3,90.7)
(1236.3,122.1,107.3) (1312.6,125.6,108.9)
(1873.3,151.4,130.9) . (2064.9,154.5,135.9)
(2417.7,166.2,152.4) . (2559.5,177.3,155.2)
(3202.3,203.8,188.1) . (3337.1,211.5,189.1)

Table (5) introduces a comparison results between SPT-EDD-SCRLT and DR-SCRLT for P-
problem for n =40, 70, 100, 400, 700, 1000.
Table (5): a comparison results between SPT-EDD-SCRLT and DR-SCRLT for
P-problem for different n.
SPT-EDD-SCRLT DR-SCRLT
MOF NS MOF
Av(F) ANS Av(F)
(3091.3,203.7,177.0) 134 (3588.4,187.5,173.3)
(10202.6,382.9,358.4) 134 (11439.6,362.0,349.5)
(20573.4,540.0,510.4) 14.2 (21979.4,514.4,499.7)
(327296.8,2193.3,2162.0) 140 . (365685.4,2148.5,2143.1)
(1021767.1,3871.6,3839.5) 13.8 . (1105158.4,3818.8,3814.4)
(2040397.5,5499.1,5449.2) 13.4 (2136894.9,5421.4,5416.6)

Again notice that the Heuristic SPT-EDD-SCRLT gives better results from DR-SCRLT
compared with CEM for P-problem for different n>39.
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7. Conclusions and Future Works

1.

In this paper, two techniques of BAB are proposed; with and without DR. BAB(WDR) is
more accurate in 4 = n = 18 and NS are larger than BAB(DR), that because its depend on

condition LE = UE only. But BAB(DR) is less accurate but its spend little CPU-time and
BAB(DR) is more accurate in . = 39,

We suggest two good convenient heuristic methods for P-problem which are SPT-EDD-
SCRLT and DR-SCRLT where they have good performance.

From  P-problem we can derive more than one subproblems like
1//(BC+ R+ Thae)and 1//Lex(3C;, Ry, Thnax), and discussing their solving
methods.

As future work, we suggesting to use local search methods (like particle swarm optimization,
simulated annealing, Bees algorithm, genetic algorithm, ....etc) to find efficient and

approximation solutions for P-problem for n = 100,
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