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Abstract 

Breast cancer has got much attention in the recent years as it is a one of the complex diseases that can 

threaten people lives. It can be determined from the levels of secreted proteins in the blood. In this 

project, we developed a method of finding a threshold to classify the probability of being affected by it 

in a population based on the levels of the related proteins in relatively small case-control samples. We 

applied our method to simulated and real data. The results showed that the method we used was 

accurate in estimating the probability of being diseased in both simulation and real data. Moreover, we 

were able to calculate the sensitivity and specificity under the null hypothesis of our research question 

of being diseased or not. 
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 المستخلص :

رطان الثدي باهتمام كبير في السنوات الأخيرة لأنه أحد الأمراض المعقدة التي يمكن أن تهدد حياة الناس. يمكن تحديده من لقد حظي س

مستويات البروتينات المفرزة في الدم. في هذا المشروع ، قمنا بتطوير طريقة لإيجاد عتبة لتصنيف احتمالية التأثر بها في مجموعة 

ت البروتينات ذات الصلة في عينات صغيرة نسبيًا من حالات التحكم. طبقنا طريقتنا على بيانات محاكاة سكانية بناءً على مستويا

وحقيقية. أظهرت النتائج أن الطريقة التي استخدمناها كانت دقيقة في تقدير احتمالية الإصابة بالمرض في كل من بيانات المحاكاة 

 الاصابةلمسألة بحثنا المتمثلة في  فرضية العدم ن حساب الحساسية والخصوصية في ظل والبيانات الحقيقية. علاوة على ذلك ، تمكنا م

 .من عدمها

 

 ، التصنيف متوسطات - Kالكلمات المفتاحية: الانحدار اللوجستي ، 
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1. Introduction 

      Breast cancer is the malignant tumor that results from the unusual growth of abnormal breast cells. 

It can affect tissues which are responsible for milk production (Ductal and lobular tissues). It became 

the most common malignancy in women and one of the greatest health issues in the recent years[1]. 

Many reports show that there are about one million new cases diagnosed worldwide. Such cases are 

representing 18% of the total number of cancer in women. It has been reported by many healthcare 

centers that one out of eight women in the USA [2] and one out of 10 women in the UK [3] will 

develop breast cancer at some point in their lives.  

 
Several studies have been conducted worldwide to look into the causes of this disease. Preventive  

Services Task Force suggested screening of breast cancer for women age 50 to 74 years old for the past 

ten years[5]. Switzerland also conducted a program-based national strategy in 2013, recommending 

screening of breast cancer twice a year for women aged over 50[6,7], as many studies have been 

concluded that age is a risk factor for entering a population screening program[8-10]. When it comes to 

considering the women who are aged below 50 in any screening program, it has been found that only 

about 25% of women identified as infected by breast cancer[11,12].  

Many studies started looking into factors underlying breast cancer. Some of which have been 

concluded that the disease could be in a causal relationship with the levels of interleukins in women. 

Interleukins are small proteins secreted mainly by CD3+ and CD4+ T lymphocytes that mediate the 

interactions between cells which is essential for cancer progression. Interleukins are necessary to 

develop and differentiate different cells (NK, B, and T leukocytes) .  Generally, they have been 

identified as a causal factors in many diseases, including breast cancer, as they have a unique 

participation in systemic inflammation and immune system modulation [4]. Some researchers have 

also studies the effect of cancer marker CA15-3 on breast cancer in sample of women taken from Iraqi 

population[22]. 

One of the most techniques that have been used for several years is machine learning (ML) forecasting. 

This procedure is an alternative tool to standard one that can provide accurate prediction of being 

affected by breast cancer[13].  Accuracy and reliability estimates have been achieved by the use of ML 

in models related to cancer prognosis and survival [16–18]. 

One of the machine learning techniques is the logistic regression which can play an important role in 

classifying the case-control samples in terms of their similarities and differences [14]. An approach has 

been proposed to classify disease through DNA microarray data. They suggested a penalized LR to 

reduce the number of genes and select specific variables. The results were accurate enough to conclude 

that their proposed approach perform better than classical LR[14]. 

Vector Machine (SVM) and K Nearest Neighbour (KNN) have also been used as a classifier technique 

of machine learning in which the machine is learned from the past data to predict the category of new 

input as far as breast cancer is concerned. Their idea was applied to datasets taken from the UCL 

repository[15]. ML methods is also used in few studies for personalized breast cancer risk prediction or 

for comparing the predictive accuracy with models commonly used in clinical practice [19]. In this 

study, we proposed a threshold-based simulation to be used as a cut-off  point in detecting individuals 

with high probability of developing breast cancer.  
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2. Methodology 

2.1 -Fitting the GLM 

Let  be explanatory variables and  be a disease status variable taking 1 for 

individuals with disease and 0 for individuals with no disease. As far as LR model is 

concerned, we are interested in calculating the probability of being diseased, given the 

explanatory variables, . Then, the logistic regression model can be fitted in the 

following form[23]: 

,                                                  (1.1) 

where  is the unknown model coefficients, 

and                                                    (1.2) 

The model coefficients can be estimated through maximizing the likelihood function as 

follow: 

                                                (1.3) 

                (1.4) 

Hence, eq(1.4) is difficult to be solved analytically. Therefore, many computational 

algorithms are available to estimate the model coefficients ( . The most popular one is R 

function (glm).  

As we get the estimated coefficients, we shall use their values to estimate  from 

eq.(1.2). We then cluster into two groups based on their ’s . The two groups are 

defined as follow: 

 

, 

where   is a threshold (cuttoff point) which is specified by using bootstrap sampling. 

Clearly, it can be said that individuals in group is having a higher probability of being 

affected by the disease, whereas the group  includes the individuals with low probability. 

We then define the estimated disease status as follow: 
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What is important to be mentioned that according to this procedure, it would be easy to 

estimate the disease status of a new individual ( ) based on the value of  and the 

estimated coefficients ( .  

2.2 Specifying the threshold  by non-parametric bootstrap 

We propose the following method to specify the threshold we used as a cut-off point . The 

method is based upon using the case- control data under study and it can be summarised in 

the following steps: 

1-We divide each independent variable into two variables based on the corresponding disease 

status . Therefore, the design matrix becomes , where 

 that is corresponding to , and 

 that is corresponding to .  

2- For , we repeat the below [a- f] steps: 

a- Generate bootstrap sample from  and denote it by  

b- We then use  and  to calculate  by eq. (1.2) and then generate  from 

Bernoulli trials Ber(  

c- Fit the GLM for the new data (  ) to find the estimated  

d- Calculate  from eq.(1.2) using  and  

a-  Use K-means algorithms to classify into two groups and denote the group 

with the lower mean by  

b- Let  

3- We finally consider  

As we mentioned above, the calculated threshold can be vital in estimating the disease status 

of a new individual 

2.3 Assessing the accuracy of the proposed threshold 

 To assess the accuracy of estimated disease status, we use the sensitivity and 

specificity to examine the classifier performance[21]. It can be calculated in the same 

manner of calculating type I and type II error in measuring the accuracy of a test 

statistics. In doing so, we set the two hypotheses as below: 
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  has infected by disease (belong to case sample) 

 has not infected by disease (belong to control sample). 

The confusing matrix can be designed as in Table 1 , 

Table 1:  confusing matrix 

 

 

 

Note that: 

True Negative(TN): Number of healthy individuals ( ) that have correctly detected as healthy 

( ) 

True Positive (TP): Number of diseased individuals ( ) that have correctly detected as diseased 

( ) 

False Positive (FP): Number of healthy individuals ( ) that have incorrectly detected as diseased 

( ) 

False Negative (FN): Number of diseased individuals ( ) that have incorrectly detected as 

healthy ( ). 

After constructing the confusing matrix, the sensitivity and specificity can be calculated as: 

Sensitivity=   and Specificity =  

3. Application to real data 

We collect data from Iraqi population which represents case-control sample. The total size is 

136 of which 106 represent case sample size (diseased individuals) and 30 represents control 

sample size. The data is base on six independent variables which can be defined as 

: Age,  : Interleukin_6(IL6), : Interleukin_8(IL8), : Interleukin_10(IL10), 

 : Interleukin_18(IL18),   Cancer marker (CA15_3). 

The disease status variable is  and taking 0 if an individual is not infected by a disease of our 

study and taking 1 if an individual is infected by disease. 

 Predicted: NO Predicted: YES 

Actual: NO TN FP 

Actual: YES FN TP 
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We divide the data into two sample. The first one is training data and consist from 76 cases 

and 20 controls. The remaining 30 cases and 10 controls are to be considered as a new data to 

which we apply the proposed method.  The initial fit of the logistic regression to training data 

have been done by the use of R function(glm). The resulted coefficients were 

        

value 
    

1.3 0.000062 0.0108 

Afterward, we applying the three steps of our proposed threshold that have been described in 

section (2). It has been found that the threshold value was ( ). The confusing 

matrix has been calculated as below 

  The sensitivity and specificity calculated 

  and       

Table 2: The calculated confusing matrix of the training data 

 

 

 

It is obvious that all infected individuals have correctly been identified as infected. In much 

the same spirit, the healthy individuals have been also identified as healthy. This means that 

the proposed threshold performed well enough to consider it as a good cutoff in classifying 

individuals into healthy and unhealthy in terms of their estimated probability of being 

infected by breast cancer. The same manner applied to the remaining data that was consist of 

30 cases and controls. The remaining data can be considered as new entries to detect whether 

they are affected by the disease or not. Here we use the same parameters that we estimated by 

the training data and the threshold value we found previously. The confusing matrix of the 

remaining data can be represented as below 

Table 3: The confusing matrix of the remaining data. 

 

 

 

The results above clearly showed that all healthy individuals are detected as healthy as well 

as the infected ones in both the training and remaining data. This can justify the accuracy of 

our threshold. In the next section, we carry on a simulation analysis to assess the accuracy in 

several sample sizes. 

 

 
Predicted: NO Predicted: YES Total 

Actual: NO TN=20 FP=0 20 

Actual: YES FN=0 TP=76 76 

Total 20 76 96 

 

 Predicted: NO Predicted: YES Total 

Actual: NO TN=10 FP=0 10 

Actual: YES FN=0 TP=30 30 

Total 10 30 40 
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  4. Simulation Study 

In this section, we conducted a further analysis of the proposed threshold. We first simulated 

 from  and  from . The parameters are chosen to be  

. The disease status was generated by 

Bernoulli trials with respect to , where  is calculated according to eq(1.2). We replicated 

this simulation k=100 times. At any of which, we calculated the sensitivity and specificity 

after applying the proposed method to simulated data. The below figures showed the results 

of sens. and spec.  

 

 

 

 

 

 

 

                N=90                                                                       N=136 

 

 

 

 

 

 

 

 

 N=160                                                                         N=200 

        Figure 1:  The calculated sensitivity and sensitivity of different sample sizes 
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5. Conclusions 

We propose a threshold that showed a good performance of detecting individuals 

whether they are diseased or not after calculating the probability of being diseased. In this 

work we ignore the problems that can reduce the accuracy of fitting the generalized linear 

model as they are not having much influence in performance of our classifier. The proposed 

method has been applied to real data taken from Iraqi population and representing 106 

women who are infected by breast cancer and 30 women who are not having the disease of 

interest. The aim was to classify the whole sample into two groups by the use of threshold 

after successfully estimating the probability of having the disease. The results showed that all 

infected women have correctly been identified as infected by breast cancer. The healthy 

women have also been identified as healthy women. The accuracy of the proposed classifier 

has been assessed by sensitivity and specificity after constructing the confusing matrix. The 

proposed has also been applied to simulated data. The graph of sensitivity and specificity 

showed the performance of the proposed method in several samples’ sizes. As it can be seen 

from the figures the sensitivity and specificity is close to 1 which means that the proposed 

threshold is well performed. This method can be programmed in specific medical equipment 

and used in the laboratory as a test for having breast cancer or not. The calculated probability 

may be considered as a result of the test and compared to the normal level which we found by 

the simulation to be less than 0.52. Of course we have not consider all available interleukins 

in the study as we do not have their data, but it can be considered in a further study by other 

researchers in future which may lead to much accuracy in estimating the probability 
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