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Abstract

Self-driving cars are a fundamental research subject in recent years; the ultimate goal is to completely exchange the
human driver with automated systems. On the other hand, deep learning techniques have revealed performance and
effectiveness in several areas. The strength of self-driving cars has been deeply investigated in many areas including
object detection, localization as well, and activity recognition. This paper provides an approach to deep learning; which
combines the benefits of both convolutional neural network CNN together with Dense technique. This approach learns
based on features extracted from the feature extraction technique which is linear discriminant analysis LDA combined
with feature expansion techniques namely: standard deviation, min, max, mod, variance and mean. The presented

approach has proven its success in both testing and training data and achieving 100% accuracy in both terms.
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I. INTRODUCTION

Autonomous Vehicle(AV) performs an important field both
in modern mechanical and electrical engineering as well as
intelligent transportation systems. The field of self—driving
cars is evolving very fast, it utilizes a combination of sensors,
actuators, machine learning systems, and complex and pow-
erful algorithms to implement software and travel between
destinations without human interference.

On the other hand, deep learning is an improved subdo-
main of machine learning. It enhances the modeling of com-
plex relationships and concepts using multiple levels of repre-
sentation. Supervised and unsupervised learning algorithms
are used to construct successively higher levels of abstraction,
defined using the output features from lower levels.

However, object detection using deep learning is at the
core of a great number of computer vision applications like
face detection [?], video surveillance [1], optical character
recognition [2], and object counting/tracking [3],[4].

More specifically, in self-driving cars [5], the ultimate

task of the perception system of a vehicle computer is to
reveal nearby objects simultaneously with making the optimal
decision like path planning as well as collision avoidance.
Autonomous vehicles have gained explosive improvement
during the past decade [6].

Self-driving cars are under the spotlight and gained tremen-
dous improvement throughout the past decade [7], despite the
technological improvement, autonomous vehicle systems are
still far away from being trustworthy and reliable. Several ac-
cidents in self-driving cars are caused by misclassification or
not recognized objects [8]; therefore, increasing the capability
of object detection in these systems is a very high priority.

Recent studies in deep learning have boosted the perfor-
mance of object detection algorithms to a higher level [9],[10].
This paper introduces an approach of deep learning mimics
the human brain in case of learning based on features instead
of images, to be used in Pedestrians, Cars, bakers, trucks and
traffic lights recognition and identification aiming to develop
autonomous driving technologies.
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II. RELATED WORK

In this section, the main previous works that address the ob-
ject detection process using deep learning models are covered.
Ayegiil Ucar et al. [11] suggest two Convolutional Neural
Networks (CNNs) deep models with different layers and use
linear Support Vector Machine (SVM) classifiers in the train-
ing features step. This work uses Caltech 101 and Caltech
pedestrian detection datasets. The average accuracy rate in
this work is 92.80+0.43%.Kai Janet et al. [12] utilize faster
region Convolutional Neural Networks (faster RCNN) with
Residual Neural Networks (ResNet 101) as adeep model. Use
it to recognize the scratches points on the wheel hub even
if the image data has a complicated background, in addition,
the model can recognize variance types of wheel hub defects
as well as determine the class and position of the defective
area. This work establishes a database consisting of defect
area images and achieves an average accuracy rate of 86.3%.

Stefan Schneider et al. [13] compare two deep learn-
ing models used for object detection namely, Faster Region-
Convolutional Neural Network together with You-Only-Look-
Once v2.0 (YOLOV2) in the Serengeti dataset, the results
prove that the first method explicitly promises accuracy of
93%, where YOLO fails to perform the same accuracy and
achieves 76.7%.

Chandan G et al. [[14] develop a MobileNets-based tech-
nique with a Single-Shot Detector (SSD) technique for track-
ing as well as detection of the camera-based dataset in a
python environment. These techniques include detecting the
region of interest of an object from a given image class and
achieving an average accuracy rate of 99.0%. CNN is used
for feature extractions.

Xiangmo Zhao et al. [15] propose a model that uses the
complementarity of the camera and 3D LIDAR and camera
data to recognize multiple objects around an autonomous car.
The average accuracy rates of the accuracy of the proposed
method reached 89.04% and 78.18%, respectively in the de-
tection of vehicles and pedestrians at a moderate level of
difficulty.

Muhammad Shakeel et al [16] propose an accurate drowsi-
ness detection methodology based on object detection using
Convolutional Neural Networks. Which achieves an accuracy
of 84% in their own new, annotated Drowsy dataset.

Muhammad Yahya et al. [17] provide an improvement
in object detection using LiDAR-collected data by using dif-
ferent algorithms like YOLOV2, and Interactive Multi-Mode
(IMM). The average accuracy rates in the newly collected data
set are 71.43% and 57.14% respectively.

YANFEN LI et al [18] suggest an object recognition as
well as detection theme for autonomous driving. The sug-
gested theme is capable to detect ten kinds of objects; the
proposed model is based on YOLOv4 and achieves an aver-

age accuracy rate of 52.7% in BDD100k and three collected
datasets.

In this work feature extraction and feature expansion of
the udacity images dataset are performed to assist deep model
classification the features are extracted by a linear discrimi-
nant analysis and the feature expansion contribute six opera-
tions namely: standard deviation, min, max, mod, variance,
and mean classified as five classes which are bikers, cars,
pedestrians, traffic lights and trucks.

III. METHODOLOGY

the proposed method is based on five main stages, as ex-
plained in Figure-1: the first stage, is the data collection stage
where we use data from the Udacity Self Driving Car Dataset
dataset. Our data is distributed in five classes,namely: bakers,
cars, pedestrians, traffic lights, and trucks, each class has a
different number of files.

The second stage is an image augmentation step, the ex-
pected result from this stage is more data where we will get
images for objects with different angles and positions as well
as increase the number of images in each class so that the
number of images in the different classes will be quit equally
to overcome the over-fitting issues.

On the other hand, the third stage, the pre-processing stage
in which we get a more enhanced dataset where we manip-
ulate the smoothing and blurring of our images to make the
detection of the desired objects easier and possible under all
conditions of noise and lightness issues so that the dataset
will be more appropriate to the next feature extraction stage
whereas, the fourth stage is the feature extraction and expan-
sion stage where we extract features from our image dataset,
then feed these features to our hybrid model. The final stage is
our proposed supervised deep learning model which employs
the benefits of CNN and Dense techniques to implement a
hybrid model that mimics the human brain in case of learning
based on features instead of images used to achieve object
detection dedicated to self-driving cars.

A. The Dataset

This study was evaluated based on features extracted from
udacity dataset, which is dedicated mainly to data to be pro-
vided in autonomous cars. Primarily 110 MB dataset was
downloaded, then many processes are accomplished to en-
hance and improve our dataset before turning them into fea-
tures, through the data augmentation and image processing
steps.

B. Data Augmentation

Data augmentation procedures apply different operations
to the images data to provide more images for objects with
different angles and positions as well as increase the number
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of images to overcome the issue of over fitting, the most mean-
ingful principles adopted in data augmentation are flipping
and rotation [19], which is used in our model, where flipping
produces a mirror copy for an original image with bother ver-
tical or horizontal axes. Flipping about the horizontal axis is
preferred due to the upper and lower parts of an image have
not changed.

Where in case of rotation the images are rotated right
or left around 100. The safety of the rotation augmentation
technique is determined by the rotation angle, where the in-
censement in the rotation degree may cause the image label
to be not preserved.

C. Pre-processing Stage

Image pre-processing is a multidimensional process, which
is utilized to get a more enhanced dataset where we manipulate
the smoothing and blurring of our images to make the detec-
tion of the desired objects easier and capable under conditions
of noise and lighting issues. Some of the pre-processing
techniques are used in our system, first, our images data
are converted to grey-scale images then operations like his-
togram equalization, Gaussian blur, and resizing are applied
to our data so that they will get prepared for the next stage
of our system, these techniques are briefly explained below
[20],[21],[22]:

1) Grey Scale Conversion

The converting of an image from the colour Red, Green,
and Blue (RGB) space to grey-scale space is a process of
mapping from a higher dimensional vector space into a lower
dimensional vector space Many linear and nonlinear methods
are utilized for the grey space conversion process. One of
the basic methods is the weighted or luminosity method it
forms a weighted average to account for human perception
which means that the contribution of the red colour has to be
decreased and increase the contribution of the green colour
and put blue colour contribution in between these two.

GrayScaleImage = ((0.3xR)+(0.59x G)+(0.11 x D)) (1)

2) Histogram Equalization

Histogram equalization can be considered a method of
contrast enhancement in image processing by means of an
image’s histogram. It is essential to function in global contrast
augmentation of the image and intensity adjustment to be
better distributed in the histogram, which can allow lower
local areas of contrast to profit from a higher contrast.

More particularly, the histogram is a cumulative distri-

bution function, which is important in computing histogram
equalization as shown in the following equation.

Cay =Y (i) @)

i=1

Where X represents the grey value and h illustrates the image’s
histogram.

Cdf(x) - Cdf(x)min
E *f_ Cdf(x)min

cd f(x)min is the minimum value of the cumulative distribu-
tion function.

E*f Columns and rows number of images.

L: Grey levels used =256.

)+ (L—1) (3)

T [pixel] = round ((

3) GuassianBlur

GuassianBlur is a linear low-pass filter used for blurring,
smoothing, and eliminating noise in images. The following
function can be used to determine the GuassianBlur.

1
X2+)72

(2192)e 207

G(x,y) = “

Where x is the distance from the origin in the horizontal axis.
y is the distance from the origin in the vertical axis.
o is the standard deviation of the Gaussian distribution.

4) Image Resize

The resizing operation has a significant role to reduce
as well as enhance the image size. Image interpolation is
achieved in two different ways: by down-sampling or up-
sampling the image. Choosing a precise interpolation method
is essential in various applications.

D. Feature Extraction And Expansion

Our proposed model is a feature approach, the features
are extracted from our data set by utilizing the LDA feature
extraction method, then to improve and increase the number of
probabilities to our model the produced features are expanded
by some expansion techniques which are: Mean Min, Max,
Standard Deviation and Variance.

The number of features extracted from one image by LDA
is (the number of classes -1), in our approach equals 4 since we
have 5 classes, then the features are expanded by six feature
expansion techniques so the total features extracted from one
image is 24. So the total number of features extracted from our
dataset is 24(which is the total number of features extracted
from one image) * 2687 (which is the total number of images
data set after image augmentation and preprocessing steps).

1) Linear Discriminant Analysis (LDA) feature extraction
Although the linear discriminant analysis LDA technique
mainly projects the high dimensional data into lower dimen-
sional space, in this study it is used as a feature extraction
technique since it is applied directly to images. LDA in-
tends to minimize the within-class distance and maximize the
between-classes distance in the dimensionally reduced space
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Fig. 1. Framework of the proposed method

[23],[24],[25] the LDA can be computed using the following
equations:

trace(XTSwX) 1 (X7 5,X)) ®)
N ke Ve — )T
Sp = nZi’Kl(cl c)(ci—c) (6)

Sy = lf"z:()c—ci)(x—c,-)T (7

m i=1Xx€x;

Where
X is the sample of our data.
Sw is within the class matrix.
S}, is the between-class matrix.
c is the number of distinct classes.

2) Features Expansion Techniques

Features extracted from LDA are expanded using statistical
features techniques to maximize the number of deep model
probabilities so that our deep model will be more efficient and
robust. Statistical features used in this stage are Mean, Max,

Min, standard deviation, variance, and Mod operations [26],
these operations are applied as a sliding window to the LDA
features using C++ functions.

IV. DEEP LEARNING MODEL

Our deep model is a (37) layer network compromising
of (11) deep layers formed by one-direction convolutional
layers, (6) fully connected layers formed by dense layers,
and the remaining layers Consist of 9 Max pooling layers,
1 normalization layer represented by flatten layer, 10 leaky
rectified linear units (leaky ReLU) activation layers and one
dropout layer.

The (720,984) features are divided into receptive fields
that feed into a convolutional layer. The network has an input
size of 24 features, all the layers are piled up on each other or
arranged one after the other. The convolution layers are based
on filters of different sizes which are 16, 32, 64, 128, 256, 512,
1024, 1024, 512, 512, and 50 respectively with kernel size
3, the stride of 1, with the same padding. The Max pooling
layers have stride=1, size=2, and the same padding.

Whereas the linear collectors or Dense layers have differ-
ent kernel sizes of 128,512, 1024, 32, 16, and 5 respectively
and different activation functions namely the linear and soft-
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Fig. 2. Flow chart of our deep model

max. Our model also contains one dropout of 0.6 and one
normalization layer represented by flatten. Adam optimizer
is used to update our deep network weights; our model is
summarized in Figure-2.

V. RESULTS

In this study, (720,984) features were extracted from (2687)
image data which we get after some image augmentations
and preprocessing operations of the original (6,499) images
downloaded from udacity website.

Our deep model has a number of parameters (3,305,095)
and it is trained in 100 epochs, the main advantage of the
proposed model is to reduce computational time as the training
time for one epoch is between 15 to 10 seconds as obtained in
Figure-3.

Fig. 3. Computational time for epoch training

Our model learns based on features, 70% of our features
were used for training the model and the remaining 30% of
the features were used for testing our model. Our model was
evaluated in terms of accuracy, Recall, Precision as well as F1
score and shows promising results of 100% for accuracy in
both training and testing phases, and 1 for the rest parameters
for each class as shown in Figure -4.

recall

1.8a
1.00
1.0
1. 86
1.088

acocuracy
macro avg
eighted avg

Fig. 4. Values of evaluating parameters

Furthermore, our model is also executed in real-time mode,
although the low-resolution camera and noisy and uncertain
YouTube data used it shows promising results, samples of
samples of the exactions results are shown in figure-5(a-f).

A comparison between our model and some models pro-
vided by some previous related works in terms of Accuracy,
datasets and procedures has been shown in Table-I.

VI. CONCLUSION

In this work, a comprehensive deep learning model has
been proposed to be used in baker, cars, pedestrians, traffic
lights, and trucks recognition and identification aiming to de-
velop autonomous driving technologies. our approach shows
promising results in terms of accuracy, reducing training time,
and using less computational resources The given model is a
deep 37-layer network architecture, which has been adopted
after many extensive trials. The learning process was accom-
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plished depending on features extracted from udacity data set
images, which has been divided to use for training and testing
data set. The adopted approach has been proven its successful
in correctly identifying 100% of testing data set.
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