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Abstract

Data mining is the task of discovering interesting knowledge from large amounts
of data where the data can be stored in database, data warehouse, or other information
repositories. A knowledge discovery process includes data cleaning, data integration,
data selection, data transformation, data mining, pattern evolution, and knowledge
presentation. Data mining is a good way for extracting or mining knowledge from
amount of data for classification, predication, estimation, clustering or association rules
or any activities, which need decision. Association rules identify relationships between
attributes in a database. Association rule mining consists of first finding frequent
itemsets which satisfy a minimum support threshold, and then computes confidence
percentage for each k-itemsets to construct strong association rules. The proposed
algorithm aims to produce association rules depending on logical AND operation by
converting the database transaction into binary representation and neglecting any sum
(column) less than threshold to find the identical column in (k-1)-itemset table with the
column in k-itemset table which represent the association rules.
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data mining are [2]:

1- Data cleaning: it is the step at
which noise and inconsistent data
are removed.

2- Data integration; where multiple
data sources combined together such
as relational database, flat file, and
on-line transaction records, data
integration techniques are applied to
ensure  consistency in naming
conventions, encoding structure,
attribute measures, and so on.

3- Data selection: To choose data that
is appropriate for data mining
system, it's important to have
multiple views of data; like data
type, data means, data structure,
format and other characteristics to
analyze task and retrieve from the
database.

4- Data transformation: Data is
transformed or consolidated into
forms appropriate for mining by
performing summary or aggregation
operations, to produce the analytical
data model of the data selected. This
is a crucial phase to the accuracy and
validity of the final result. In general,
data  transformation, such as
normalization, improves the accuracy
and cfficiency of mining algorithms,
which involve distance measurement.

5- Data mining: [t is an essential
process where intelligent methods
are applied in order to extract
data patterns, and it is the main step
in the knowledge discovery. The
data-mining step may interact with
the user or acknowledge base. The
interesting patterns are presented to
the user, and may be stored as new
knowledge in the knowledge base.
Note that according to this view, data
mining is only one step in the entire
process, albeit an essential one since
it uncovers hidden patterns for
evaluation [5].
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6- Pattern evaluation: To identify the
truly interesting patterns representing
knowledge based on  some
interestingness measure.

7- Knowledge presentation; Where
visualization and knowledge
representation techniques are used to
present the mined knowledge to the
user |4]. -

4- The Proposed Algorithm

The proposed algorithm aims to
produce an algorithm to mine
association rules depending on logical
AND operator.

An association rule means that a
relationship exists between all items
generating it and this associated
relationship must have attendant items.
So an AND operator is very useful and
is perfect to express such kind of
relation.  For instance, the relation
between A and B means that if A exists,
then B also exists.

To simplify the task of AND
operator, the database must be
converted into binary representation.
This helps to construct binary tables of
different relations (1-1), (2-1), (3-1), (2-
2),... between all the items of database
transactions.

The following steps represent
the proposed association rule algorithm:
Step I: Convert items of database
transaction into binary representation as
in table (1-itemset):

Table (1-itemset)

A B C D E
0 1 1 0 1
0 1 1 1 1

Step 2: From table (1-itemset) construct
table (2,3,4,5k-itemset) by using the
AND operator between each item and
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other items.
Step 3: Generate association rules from
each construct Table (k-item sets) by:

3-1 Neglect any column in each
table (1,2,3...k-item set), which have
Sum (column) < threshold, when initial
k=1.

3-2 Determine column of table
((k-1)-item set), which is a subset of
table (k-item set) when initial k=2.

Such that:

Column (table ((k-1)-item
column (table (k-item set))
Table (1-itemset) is subset of AB in
table (2-itemset)

3-3 Find which column of table
((k-1)-item set) is identical to
Column of table (k-itemset) when initial
k=2,

Such that:

IF column ((k-1)-itemset) = column (k-
item set) then

Item (column ((k-1)-itemset)) imply to
association rule with

Item (column (k-itemset))

Like A — AB this means that A has an
association rule with B

Example:

Consider the following transaction DB
with set items {A, B, C, D, E}. Each

set)) <
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item represents an attribute name with
transaction identifiers TID 1,2,3.4,5,6 as
follows:

Table-DB Transaction
TID Transaction
B.C.E
B,C,D,E
A,B,C,D,E
B,C,D
A, B
A.B,C,.E

h | B Lo b —

Solution:

Now due to proposed algorithm

1- From table-DB Transaction
construct binary table 1-itemset

Table 1-itemset

A[B|IC[DIJE
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2- From table 1-itemset construct table
2-itemset by using AND operator
With each pairs items

Table 2-itemset

AB AE | BC [BD]| BE [ CD [CE] DE
0 0 1 o] 1 o [1] 0
0 0 1 1 1 1 [ 1] 1
I 1 1 1 1 1 [1]1
0 0 1 1 0 1 o] o
L =1 0 0 o] o 0o [of o
I 1 1 o] 1 0o [1]o0
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3- From table 1-itemset construct table
3-itemset by using AND operator
With each pairs items

4- From table 1-itemset construct table
4-itemset by using AND operator
With each four items

5- From table 1-itemset construct table
S-itemset by using AND operator
With each five items

Tabl iet

6- Neglect all columns in all tables k-
item which have sum(item) <
threshold when  threshold =2
(these columns are pointed by gray
color on its tables)
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Neglected columns are:

Column In table 2-itemsts
Column In table 3-itemsts

| Column In table 3-itemsts
Column | In table 3-itemsts
Column In table 4-itemsts

| Column In table 4-itemsts
Column In table 4-itemsts
Column In table 5-itemsts

7- Search for identical columns in table
l-itemset and table 2-itemset to
construct association rules (1—1)
When Column (table 1-itemset) <
column (table 2-itemset)

Table 1-itemset Identical ~ Table 2-itemset Imply to Association
Columns Columns Rules
A = AB - A—B
C = BC o C—B
D = BD i D—B
E = BE -~ E—B
D = CD = D—C
E = CE = B

8- Search for identical columns in table
2-itemset and table 3-itemset to
construct association rules (2—1)
when Column (table 2-itemset) C
column (table 3-itemset)

Table 2-itemset Identical ~ Table 3-itemset Imply to Association
Columns Columns rules
AC = ABC — AC—B
AE = ABE —> AE — B
AC = ACE — AC—E
AE = ACE — AE—-C
BD = BCD — BD —C
> = BCD — CD—B
| BE = BCE — BE —C
CE = BCE o CE—B
DE = BDE = DE — B
DE = CDE = DE — C
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9- Search for identical columns in table
3-itemset and table 4-itemset to
construct association rules (3—1)
when Column (table 3-itemset) CC
column (table 4-itemset)

Table 3-itemset Identical ~ Table 4-itemset Imply to Association
Columns Columns rules
ABC = ABCE — ABC — E
ABE = ABCE — ABE — C
ACE = ABCE — ACE—B
BDE = ~ BCDE — BDE — C
[ CDE = ~ BCDE — CDE — B
10- search for identical columns in table
2-itemset and table 4-itemset to
construct association rules (2—2)
when column (table 2-itemset) CC
column(table 4-itemset)
Table 2-itemset Identical  Table 4-itemset Imply to Association |
Columns Columns rules
AC = ABCE — AC — BE
AE = ABCE — AE — BC
L DE = BCDE =3 BE — BC
11- Since no k-itemsets can generate
other association rules so the
Algorithm must be stopped.
Now the all association rules are:
~ Association rules B
AR BE — C
C—B CE—B
D—B DE — B
E=R DE — C
D—C ABC — E
E=C ABE — C
AC—B ACE — B
AE —B BDE — C
AC—E CDE—B
B AE — C AC — BE
BD — C AE — BC B
L CD—B BE — BC
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5- Conclusions

Association rules identify
relationships among items in database
such as the presence or absence of one
pattern implies the presence or absence
of another pattern. Mining of such rules
is one of the most popular pattern
discovery methods in KDD, Apriori
algorithm is used to generate association
rules by finding large itemset Ly by two-
step process (join and prune) to reduce
the search space. An algorithm that finds
association rules needs too many scan
and computation operations to get a lot
of properly rules which need too much
time. In the proposed algorithm, there is
one scan operation to convert database
transaction into binary representation
and construct k-itemsets to identify
identical column (k-itemset table) with
column ((k-1)-itemset table) which
represents association rules, so it does
not need too much time and long
computational operation to compute
support and confidence percentage
because  this  operation  happens
implicitly through identifying identical
columns. All  association  rules
discovered by this method have the same
association rules discovered by Apriori
method.
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