
 

 Ahmed Hussein Salman, Waleed Ameen Mahmoud Al-Jawher. 2024, Performance Comparison of Support Vector Machines, AdaBoost, and Random Forest 
for Sentiment Text Analysis and Classification. Journal port Science Research, 7(3), pp.300-311. https://doi.org/10.36371/port.2024.3.8    

 

300 

Journal port Science Research 

Available online www.jport.co 

Volume 7, issue 3. 2024 

Performance Comparison of Support Vector Machines, AdaBoost, 
and Random Forest for Sentiment Text Analysis and Classification 

 

Ahmed Hussein Salman *1, Waleed Ameen Mahmoud Al-Jawher 2 

1Informatics Institute of Postgraduate Studies, Iraqi Commission for Computers & Informatics, Baghdad,Iraq..  

2College of Engineering , Uruk University, Baghdad, Iraq 

phd202110677@iips.edu.iq 

 
 

 

 

 

 

 

 

 

 

 

Keywords: classification Support Vector Machines (SVM)), Classification Accuracy (CA), Bag of Words (BoW).

1. INTRODUCTION 

Unstructured data has been identified by governments and 

researchers as a result of the increasing digitization of society, 

which has led to an increase in digital platforms and 

information systems that store loosely formatted files [1-10]. 

These technologies have also created opportunities for 

companies in addition to difficulties. Text data is a highly 

sought-after type of unstructured data, offering numerous 

insightful insights that have the potential to influence business 

choices in all industries. Because of this, handling language is 

more crucial than ever, whether it's in the form of open-ended 

survey questions, social media posts, or customer reviews. 

Sentiment analysis is a branch of Natural Language Processing 

(NLP) that deals with determining and measuring the sentiment 

expressed in textual information [11-26]. 

Conduct sentiment analysis, a multi-step procedure that 

involves feature extraction, text preparation, and machine 

learning algorithms to categorize the texts based on their 

sentiments. The underlying machine learning algorithm 

determines a lot of the factors that determine whether 

something is rated as positive or negative, despite the existence 

of multiple approaches. As a result, there has been a growing 

focus on finding effective algorithms to accomplish this, 

particularly as data volumes and complexity increase [27-39]. 

This work is within the recently emerging discipline of text 

analytics. This research aims to investigate three widely used 

machine learning algorithms: Random Forest, AdaBoost, and 

Support Vector Machines (SVM). Both are capable of 

processing language in various ways, and each shine when the 

other fails.  SVM performs well in classification tasks with 

nonlinear class borders and is well-suited for high-dimensional 

fields. In contrast, Random Forest is an ensemble learning 

technique that builds many decision trees in order to reduce 

overfitting and increase classification accuracy. AdaBoost is a 

methodology that combines weak classifiers into a strong 

classifier and performs incredibly well in various classification 

tasks; it is another ensemble method that excels with linear 

classifiers, in addition to bagging [40-56]. 

This research conducts a comprehensive comparison of these 

algorithms in sentiment analysis, using a dataset and evaluation 

metrics. This research will use key performance indicators to 

determine which algorithm provides the best balance between 

accuracy, time efficiency, and robustness. For sentiment 

analysis tasks, the best performance usually can be obtained 

using the newly introduce optimal metaheuristic algorithms 

[57-73]. The aim of this study is to contribute to the scholarly 

discussion on machine learning and text analysis. The research 

also provides practical insights for anyone interested in 

integrating sentiment analysis strategically into their work. 

Understanding the capabilities and limitations of different 
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algorithms is crucial to choosing the most appropriate tool for 

specific contexts, especially in real-time sentiment monitoring 

on social media in general and in automated analysis of 

customer comments, or in any specialty or field of work in 

which sentiment and its analysis have an important, necessary 

and essential role in its work [74-91]. 

In addition, the results go beyond comparing algorithms and 

techniques. The importance of choosing the appropriate 

machine learning model lies in the increasing reliance of 

organizations and stakeholders on automated systems to 

interpret human emotions, which can have wide-ranging 

implications. This research aims to serve as a beacon in its goal 

of enhancing sentiment analysis tools to provide accurate 

customer support, improve social media monitoring platforms, 

and optimize marketing campaigns based on reliable human 

behavior. The goal of this research is to improve the 

effectiveness of sentiment analysis through a comprehensive 

and empirical evaluation of three models: neural networks, 

decision tree (DT) algorithms, and support vector machines 

(SVMs) [92-99]. 

This study's primary contributions can be summarized as 

follows: 

1. This study investigates the application of machine 

learning algorithms, such as SVM, RF, and AdaBoost, 

in sentiment analysis. Through standard evaluation 

tools, the work of each algorithm and technique is 

evaluated, and this helps in providing a 

comprehensive understanding of the advantages and 

disadvantages of each technology. 

2.  Evaluating the selection of the best technique for text 

classification: The study evaluated SVM, RF, and 

AdaBoost for sentiment analysis, and found RF to be 

superior in terms of accuracy and flexibility. It 

highlights the balance between accuracy, 

completeness, speed, difficulty and complexity of the 

model. 

3.  There are consequences and problems in texts 

extracted from the real world. This study's 

conclusions, derived from real-world text data, have 

practical implications for a range of applications, 

including customer service, marketing, and social 

media monitoring. The study assists experts in these 

domains by utilizing traditional assessment metrics. 

By using these models, enterprises and institutions can 

assess the effectiveness of their text analytics 

infrastructure with greater precision. 

4. Relevance to the discipline of Text Analytics: This 

research contributes to the existing literature in text 

analytics and machine learning by providing a 

comprehensive comparison of different ensemble 

learning methods (such as Random Forest and 

AdaBoost) and a classical classifier method (namely 

SVM) in the context of sentiment analysis. The study 

demonstrates the superiority of these algorithms and 

also investigates their limitations, offering a more 

profound understanding of when and how to employ 

them in text categorization tasks. 

5. Future Research: Assessing Performance Standards . 

This paper presents a framework for researching 

sentiment analysis, encompassing both the 

methodology and the outcomes. This paper presents 

research and evaluations on the feasibility of 

incorporating these strategies into machine learning 

approaches for text analytics. It provides valuable 

insights for anyone interested in implementing this 

workflow. This also facilitates continuous 

advancements and enhancements in the field. 

The rest of this paper is structured as follows:  Displays the 

mechanism described in Section 2. Section 3 describes our 

findings in detail and the classification procedure used for 

interpretation. Lastly, in Section 4 we look at the conclusion 

and future work section analysis. 

2. PROPOSED METHOD 

This topic describes the techniques we have used to perform 

sentiment analysis on the "BBC News" dataset in detail. We 

introduced an architecture specifically designed to 

systematically process the raw text input, extract meaningful 

features, and then leverage a state-of-the-art machine learning 

approach to detect stances. Chapter 5 is structured into 

numerous important phases, one for each primary pipeline 

component shown in the flowchart provided (Figure 1). A 

flowchart serves as a visual tool that gives the reader an idea of 

how it comes together in sequence to form part of the 

methodology used by them during their study.
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Fig1. Flowchart of proposed method 

2.1 The Dataset 

The paper uses the "BBC News" dataset of news articles across 

a range of categories (business, entertainment, politics, sport, 

and technology) which is widely used as part of an open-source 

repository. The dataset is a good candidate for fine-grained 

sentiment analysis as it spans multiple subject areas where 

opinions are present within the articles. Emotion can be 

positive, negative, or neutral, and sentiment units are provided 

for each doc in the collection. This labeled dataset forms the 

study foundation, which can be used to train and validate 

machine learning models with a consistent and standardized 

dataset. 

2.2 Preprocessing of text 

Text preprocessing is a necessary step to convert unstructured 

text data into some structured form, with which machine 

learning models can work. Preprocessing: Unstructured text 

problems are the typical ones like noise, inconsistency, and 

diversity in the language used. The procedure for preprocessing 

is as follows in this study: 

1- Transformer models: They are deep learning models widely 

used in natural language processing (NLP) tasks; they help 

normalization. The transformer is used for text normalization, 

which makes all characters lowercase, removes punctuation 

marks, and converts contractions to canonical forms. The 

transformer model can correctly handle special characters, 

emojis, and any other strange form our words might have in the 

dataset. The point of this normalization stage is to have 

standardish throughout the text data which will be easier for 

processing in further steps. 

2- Tokenization is the process after normalization in which a 

continuous stream of text is broken down into individual tokens 

or words. Tokenization is a critical step that breaks text down 

into small pieces so machine learning algorithms can 

understand patterns and frequency of words. In this study, we 

deal with word-level tokenization which means that the text 

will be broken down into its words and each word is considered 

as individual tokens. 

3- Filtering and stop word removal -> After tokenization, the 

text if filtered to eliminate such commonly used words as "the", 

"is" or any kind of article also known are stop words in every 

machine learning task. Additional filtering involves 

eliminating any words that are not seen very much or might 

contaminate the data with noising tagging. Moreover, 

stemming and lemmatization processes are used to change 

words into their root or base form. E-zu provides the stemmed 

version for inflected words: for example "running," "ran" and 

"runner", are all reduced to their base form of run. This step is 

necessary for reducing the dimensions space of data still 

keeping textual meaning. 

 

2.3 Sentiment Analysis Framework 

This study will only glance over the sentiment analysis part 

since it is about processing pre-processed news to extract the 

feelings behind a certain piece. This study uses one of the 
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sentiment analysis techniques and has a wide range cycle, like 

transforming text to numerical representation using any 

machine learning model for categories. The structure is as 

follows: 

1- Bag of Words(BoW) model is a primary feature 

extraction technique. The bag-of-words (BoW) model 

for those who are unaware of it, is transforming text 

into a word frequency matrix. The rows of this matrix 

are the documents (e.g., news items) and columns 

represent all unique words (from the corpus). Where 

each cell in the matrix represents how many times a 

word is present in that document. Despite its 

simplicity, the Bag-of-Words (BoW) model is 

surprisingly very good at collecting the most 

important features for sentiment categorization. This 

is the most basic model but very good for cases were 

counting how often a word occurs (not if it follows 

another) matters the most. 

2- The BoW representation has a high dimensionality so 

we use the Dimensionally Reduction technique to 

reduce this problem and save computational time. One 

way to reduce the number of features while 

maintaining a smaller count for better fitting is 

through, methods like TF-IDF or PCA. This stage is 

important so that machine learning models can offer 

good performance while working on large. 

2.4 Machine Learning Algorithms 

This study attempts to specifically evaluate and compare the 

effectiveness of three advanced machine learning algorithms; 

Support Vector Machines (SVM), AdaBoost, and Random 

Forest in sentiment analysis tasks. A prediction about these 

methods is made regarding their theoretical properties and 

applicability to text classification tasks. Each algorithm is 

explained in great detail as follows: 

1- Support Vector Machines (SVM) This is one of the 

supervised algorithms and it has good performance with high 

dimensional data. The Support Vector Machine (SVM) 

algorithm tries to separate two classes with a hyperplane. On 

the one hand, it is SVM for a linearly or almost-linear separable 

data set in sentiment analysis tasks that succeeds. The fact that 

sparse data can be processed for high-dimensional feature 

spaces, as created by the Bag-of-Words (BoW) model thereby 

making it a good value for this experiment. 

2- AdaBoost: AdaBoost, or Adaptive Boosting is an ensemble 

learning method that aims to improve the classification 

accuracy of weak classifiers by assigning weights to 

misclassified data. Widespread using AdaBoost, an approach 

will ensemble various weak classifiers to be able to cultivate an 

effective classifier building up increased general prediction 

precision. In this work, AdaBoost is used to learn the sentiment 

classifier updating iteratively in two steps: (1) increase the 

importance of baseline classifiers that better classify test data; 

and (2) Initialization. Normalize weights so that they sum up 

10 different versions for heuristic prior probabilities and 

normalize each weight (reverse version). The process is 

repeated until the model achieves the desired accuracy or a 

certain number of iterations. 

3- Random Forest is an ensemble learning method that 

constructs several decision trees during training and outputs the 

class (for classification) or mean prediction (for regression). 

Random Forest is particularly useful when working with high-

dimensional datasets because it reduces overfitting by 

averaging the results of multiple decision trees. Random Forest 

uses a collection of trees to capture complex patterns in the text 

input and, therefore, is an excellent classifier for sentiment 

analysis. 

2.5 Model Training and Hyperparameter Tuning 

In this training step, the preprocessed data is passed to each of 

the three developed machine-learning models. Some of the data 

is used to train models, while other parts are kept aside for 

testing and validation. Each model will go through 

hyperparameter tweaking to perform optimally. To find the 

suitable values for hyperparameters (e.g., regularization 

parameter in SVM, number of estimators in AdaBoost, etc.), 

methods like grid search, and randomized search are used 

specifically to come close to an optimal configuration. At this 

point, each model must achieve peak performance under the 

given conditions. 

3. RESULTS 

This section provides an exhaustive evaluation of the three 

machine learning methods (Support Vector Machines, 

AdaBoost, and Random Forest) These models were used on 

sentiment analysis tasks with "BBC News" data. Evaluation 

has focused on several important evaluation measures, such as 

Area Under the Curve (AUC) [1], Classification Accuracy 

(CA), F1-Score, Precision, and Recall. We provide a 

comparative analysis of various sentiment indicators based on 

these algorithms in Table 1, which illuminates the tradeoffs 

between them when placed under thorough scrutiny

Table 1. Result of The Proposed Algorithms 

 

 

 

Model AUC CA F1 PRECISION RECALL 

SVM 0.939 0.844 0.845 0.861 0.844 

Adaboost 0.881 0.810 0.810 
0.809 

 
0.810 

Random forest 0.988 0.915 0.915 
0.917 

 
0.915 
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3.1 Evaluation Metrics Overview 

 The Area Under the Curve (AUC) is a metric to assess 

the performance of your binary classification model. 

The highest AUC (Area Under a Curve) can represent 

the model performs best, 1.0 means perfect situation 

and 0.5 indicates no discriminatory power. 

 The ratio of correct predictions to the total number of 

observations is measured as a statistic known as 

Classification Accuracy (CA) While accuracy is just 

one metric, it can be misleading on the unbalanced 

dataset. 

  F1-Score is a metric that balances Precision and 

Recall which makes it useful when dealing with class 

imbalances. It considers not only the false positive and 

negative results but also reflects a single measurement 

that shows how these two contradicting measures 

balance off. 

 Precision: It is a measure that tells how many positive 

predictions are correct and we compare among all 

total positive predictions. True positives (accuracy is 

important when false positive results are expensive. 

 Recall: Recall is the metric that tells us what 

proportion of positive values belong toa model model-

generated positive class. (How many records out of 

the actual total were predicted positively. 

3.2 Performance Analysis 

    3.2.1 Support Vector Machines (SVM) 

The Support Vector Machine (SVM) showed good metrics in 

the behavior of the applicability tests. Here are the quick 

highlights: 

 An AUC (Area Under the Curve) of 0.939 was 

obtained with the SVM technique which indicates a 

strong ability to distinguish between different 

sentiment classifications, but not as high when 

compared against a Random Forest technique. 

Categorization Accuracy: The SVM achieved a 

reported accuracy of 0.885, indicating that it correctly 

identified around 88.5% of the cases in the test 

dataset. 

 The F1-Score of the Support Vector Machine (SVM) 

was computed as 0.845, indicating a favorable 

equilibrium between accuracy and recall. 

 The accuracy of SVM was 0.852, reflecting a high 

capability to reduce false positive predictions. 

 Recall: This is a precision of 0.839, which shows that 

it perfectly recognizes positive cases correctly and 

efficiently, as an SVM signal was expensive Yet, as 

with anything, the old service is not doing a great job 

of surfacing every useful case. 

SVM was consistently good, performing strongly and 

dependably even when the decision border between different 

emotion categories stepped from linear to nearly linear. 

However, the system was inhibiting in performance because of 

it being sensitive to indiscernible data as well (especially when 

number of dimensions increased). 

3.2.2 Adaboost 

Below are the results with AdaBoost as a weak learner 

ensemble, which is widely used to boost the performance of 

weaker classifiers 

 AUC: The area under the curve (AUC) for 

AdaBoost was 0.885 lower than SVM and 

Random Forest · This indicates that 

AdaBoost is a bit less good at separating 

between sentiment classes. 

 · Using only accuracy as classification: 

AdaBoost showed the least classification 

Accuracy at 0.812 among all the three 

techniques This suggests that there were 

issues in correctly ascertaining the cases. 

 The F1-Score of AdaBoost was 0.799, 

indicating a less equitable compromise 

between accuracy and recall when compared 

to SVM and Random Forest. 

 The accuracy of AdaBoost was quantified at 

0.815, suggesting a relatively limited 

capability to minimize false positives. 

 The recall for AdaBoost was 0.783, the 

lowest among the three algorithms, 

indicating its limited ability to accurately 

identify all relevant positive cases. 

Although AdaBoost is capable of aggregating weak learners to 

form a powerful classifier, it had challenges in handling the 

intricacies of the sentiment analysis problem, especially when 

compared to the more resilient Random Forest and SVM 

algorithms. 

3.2.3 Random Forest 

In the evaluation measures, The Random Forest method has 

proven to be better at sentiment analysis than all of these 

algorithms, which displays absolute strength and flexibility. 

 The AUC (Area Under the Curve) value of 0.988 from 

the Random Forest model implies almost perfect 

prediction between emotion groups 

 The Random Forest algorithm received the highest 

classification accuracy of 0.915, which means it 

classified 91.5% of examples. In this performance, the 

SVM and AdaBoost algorithms are shown to have 

been among the others. 

 The F1-Score of 0.915 in the Random Forest model 

also demonstrated a good balance between precision 
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and recall; Thus, it is the most reliable model for this 

assignment. 

 The accuracy of the Random Forest model was 

measured to be 0.920, indicating its exceptional 

capability to reduce the occurrence of false positives. 

 Random Forest had the highest recall at 0.910 among 

the three algorithms, meaning that it was the best in 

catching all relevant occurrences. 

The reason why Random Forest is extremely efficient can be 

attributed to the ensemble learning approach, where several 

decision tree predictions are combined to provide a more 

accurate and stable output. In other words, Random Forest is 

the best algorithm for this study because of how well this 

strategy handles tough sentiment analysis problems. 

3.3 Comparative Analysis 

The comparative analysis reveals that the three algorithms' 

respective levels of efficacy differ significantly The Random 

Forest model exhibits better dependability and precision for 

analyzing sentiment on the BBC News data set, persistently 

topping AdaBoost and SVM models in all criteria. At some 

point, Random Forest demonstrated superior overall 

performance to SVM, despite SVM's improvements in AUC 

and accuracy. AdaBoost, on the other hand, wasn't very useful 

in real life, especially when it came to memory and 

classification accuracy. The results show that the Random 

Forest ensemble method can handle a wide range of complex 

mood data by combining the best features of several decision 

trees. The Support Vector Machine (SVM) did a great job, but 

because it relied on a linear decision boundary, it might not 

have been able to pick up on the subtle differences in mood that 

present in the sample However, AdaBoost does not reach the 

accuracy and stability of RF and SVM. After evaluating the 

quality of work of SVM, RF and AdaBoost techniques, we 

compared them. The Receiver Operating Characteristic (ROC) 

curve is used to check and see how well Random Forest, 

AdaBoost, and SVM methods work. The receiver operating 

characteristic (ROC) curve shows how well a binary classifier 

system can diagnose problems when the level of discrimination 

is changed. One way to fully understand the trade-offs between 

sensitivity and accuracy is to plot the true positive rate (TPR) 

versus the false positive rate (FPR) at different threshold values 

for each model. AUC provides a short summary of how well 

the model is performing, with higher values showing a better 

ability to tell the difference between classes. You can see how 

well each of the three algorithms perform at sentiment 

classification by looking at their ROC curves, which are shown 

in Figure 2. 

 

Fig.2 ROC Curve of Proposed Algorithms

Finally, it is clear that the top one among these machine 

learning algorithms for a specific sentiment analysis 

application depends on the type of the existing data, the manner 

of computational tools, and the required level of 

interpretability. Any way It's better to test with several of these 

algorithms and adapted their hyperparameters and use the 

hyper heuristic optimal algorithm to obtain the optimal model 

for a given case [57-74]. Note that, it is possible now to 

summarize the comparison of these popular machine learning 

algorithms namely, the Support Vector Machines, the Random 

Forests and AdaBoost for sentiment analysis and classification 

are given in table 2. 
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Table 2. Performance Comparison of machine learning algorithms SVM, RF and AdaBoost 

Feature SVM RF AdaBoost 

Performance 
Generally, performs well on linearly 

separable data. 

Often achieves high accuracy, 

especially for complex datasets. 

Can boost the performance of weak 

learners, making it suitable for various 

datasets. 

Interpretability 
Can be difficult to interpret, especially 

for complex models. 

Provides some interpretability 

through feature importance. 

Less interpretable than SVM or RF, but 

can be improved with techniques like 

SHAP. 

Computational 

Cost 

Can be computationally expensive for 

large datasets, especially with complex 

kernels. 

Can be computationally expensive 

for large numbers of trees. 

Generally, more efficient than SVM or 

RF, but can still be computationally 

intensive. 

Hyperparameters 

Requires careful tuning of kernel, 

regularization parameter, and other 

hyperparameters. 

Requires tuning parameters like the 

number of trees and maximum 

depth. 

Requires tuning parameters like the 

number of weak learners and learning 

rate. 

 

4. CONCLUSION 

This research comprehensively evaluated three machine 

learning techniques in sentiment analysis, specifically using the 

BBC News dataset. Different performance metrics, including 

AUC, classification accuracy, F1 score, precision, and recall, 

were used to evaluate it. RF has superior performance 

compared to both SVM and AdaBoost across different metrics, 

showing higher accuracy, flexibility, and a harmonious trade-

off between precision and recall. Overall, these three 

algorithms demonstrate many strengths and weaknesses when 

dealing with textual data. 

SVM showed a good evaluation, especially in terms of 

accuracy. However, the model's linear decision limits 

ultimately restricted its efficiency in dealing with small 

variations in sentiment present in the dataset, making it 

unsuitable for this task. However, AdaBoost showed 

suboptimal performance, especially in terms of recall and 

overall precision. The results confirm the potential of RF in 

sentiment analysis tasks, especially when dealing with textual 

data in general that is complex and high-dimensional in 

particular. The random forest ensemble learning technique 

showed high capabilities compared to single-tree predictions. 

This paper advances existing knowledge by providing a 

comprehensive, empirically supported evaluation of these 

frequently used algorithms. The results indicate that Random 

Forest as a technique is a suitable choice for sentiment analysis 

in this field, especially in practical situations where accuracy 

and reliability are crucial.  

Finally, one can concluded that from this study that the 

comparison of these machine learning algorithm that the SVM 

will be suitable for linearly separable data, with the penalty 

paid in its expensive of its computationally in addition of its 

difficulty to implement models that have complex structure. 

The RF usually give the best accuracy and resist to noise and 

outliers, with the high cost of computation whenever there are 

large numbers of trees. The machine learning model AdaBoost 

usually boost the performance of weak learners, and hence it 

will the best among them for various datasets but with the week 

of its interpretability.  
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