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1. INTRODUCTION 

A newly suggested neural network architecture called Swin 

Transformer is intended to be efficient and effective for 

computer vision applications [1-3]. Based on the Transformer 

architecture, Swin Transformer makes some changes to make 

it more effective for processing image input. The Swin 

Transformer uses shifted windows, which is one of its main 

improvements. The attention mechanism is used for every pixel 

in a picture in conventional Transformer systems. The attention 

method is only used to focus on a portion of pixels at a time in 

Swin Transformer's shifting window technique. As a result, the 

Swin Transformer is more effective since it only has to 

calculate the attention weights for a portion of the pixels. 

Language-to-vision adaptation issues result from distinctions 

between the two fields, such as the size of visual things and 

pixels in high-resolution images compared to words in the text 

[4-12]. A hierarchical Transformer with representation 

generated via a sliding window is suggested as a solution to 

overcome inconsistencies. By confining the computation of 

self-attention to small, non-overlapping windows while 

allowing connections between windows, the sliding window 

technique increases efficiency. This layered design offers linear 

computing costs concerning picture size and the ability to 

simulate at different sizes. These characteristics of the Swin 

Transformer make it suitable for a variety of visual tasks [13-

24]. 

2. SWIN TRANSFORMER 

Swin Transformers (ST) is a subcategory of Vision 

Transformers. It constructs hierarchical feature maps by 

merging image patches into deeper layers and has a linear 

computational complexity proportional to the size of the input 

image due to self-attention processing occurring only within 

each local window. As a result, it can be used as a general-

purpose backbone for picture classification and dense 

recognition applications. In comparison, earlier vision 

Transformers generate feature maps with a single low 

resolution and have a quadratic computational complexity 

proportional to the size of the input image due to global self-

attention processing. [25-33]  

Swin Transformer (the name Swin stands for Shifted window 

operation shown in Fig. 1) is initially consists of four stages. 

Each stage contains two Swin transformer blocks except the 

stage three that contains six Swin transformer blocks. It capably 

serves as a general-purpose backbone for computer vision. It is 

basically a hierarchical Transformer whose representation is 

computed with shifted windows. The shifted windowing 

scheme brings greater efficiency by limiting self-attention 

computation to non-overlapping local windows while also 

allowing for cross-window connection. Swin Transformer 

achieves strong performance on COCO object detection, 

semantic segmentation, surpassing previous models by a large 

margin [34-47].
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Fig. 1 Graphical representation of Shifted window operation 

Appendix A gives numerical example that demonstrated the computations involved in the Swin transformer stages. As well as it 

shows the computational expense involved in calculating attention shown in Fig. 2 for images of small dimensions. 

 

Fig. 2. The self-Attention of Swin Transformer 

3. FROM FOURIER TRANSFORM TO 

MULTIWAVELET TRANSFORM 

Two methods exist for analyzing signals: the spatial and 

frequency domain methods. A suitable transform model 

connects these two equivalent domains. In general, all 

transformations decompose a spatial signal to reveal the 

frequency of waves required to simulate that spatial signal. 

These frequencies can reveal difficult-to-manage details and 

characteristics of the signal in the spatial domain and provide 

tools for analyzing and designing signal processing systems 

[48-62]. 

In many signal processing applications, it is preferable to use 

discrete functions rather than functions defined at all time 

values; for instance, it is preferable to sample images or video 

signals at discrete time intervals before processing them. For 

this reason, the Discrete Fourier Transform (DFT) was 

developed to accommodate all instrumental and experimental 

calculation requirements.  

It is easy for unauthorized individuals to decipher, resulting in 

Weak security. However, its speed and ease of use are 

unmatched [63-70]. Due to its simplicity and speed when 

dealing with 2D images, the Arnold Transform was a critical 

stage in the proposed image encoding algorithms.  Although 

the DFT can efficiently extract valuable information about the 

signal's frequency components, it requires a massive 

computational effort, which prevents it from being used in most 

practical applications. This prompted Cooley and Tukey to 

propose a numerical algorithm that significantly reduces the 

number of calculations required for DFT evaluation. This 

algorithm was dubbed the Fast Fourier Transform (FFT). It is 

regarded as a turning point in digital signal processing, as it has 

been credited with facilitating the application of the Fourier 
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transform in real-world scenarios [52-68]. The Discrete Hartley 

Transform (DHT), introduced by Hartley in [58], is closely 

related to the Fourier transform of a real-valued sequence. The 

Hartley transform can obtain a Fourier power spectrum for a 

given function using only real-valued computation [6]. The 

following equations define the two-dimensional DHT: Noting 

that the only difference between the forward transform and the 

DFT is the absence of the " -j " multiplier on the sine term, the 

DHT of a real-valued sequence is simply the imaginary part of 

the DFT subtracted from the real part [59]. Arnold Transform, 

also known as Arnold cat map, is a chaotic system utilized 

extensively in image encryption to transform pixels from 

position (x, y) to position (x1, y1) straightforwardly and 

efficiently [60]. Wavelet transformations are a relatively new 

phenomenon that has captivated researchers in the physical and 

mathematical sciences with their diverse application potential. 

Due to connections with multi-rate filtering, quadrature mirror 

filters, and sub-band coding, wavelet application fields have 

expanded rapidly over the past few years. It has been utilized 

by the digital signal processing community to eliminate noisy 

signals and compress data and images. One of the primary 

reasons for detecting waveforms and wavelet transforms is that 

the Fourier transform analysis lacks local information about the 

signals. Therefore, the Fourier transform cannot be used to 

analyze signals in the time and frequency domain. As the 

wavelet transform computes the internal products of a signal 

with a family of wavelets, a wealth of new mathematical results 

has been produced. Notable is that the DWT produces very 

high time resolution at low frequencies and low time resolution 

at high frequencies, where high frequencies represents a 

signal's precise details, and low frequencies means the signal's 

summary, both of which are required for signal analysis and 

representation [44-70]. Multi-Wavelets Transform (MWT) is a 

special case of wavelets in which a vector scaling function is 

used instead of a single scaling function. This allows the multi- 

resolution analysis spaces to be described in terms of translates 

of linear combinations of the scaling vector's functions. 

corresponds to the Multiwavelet function. It has been 

demonstrated that scalar wavelets cannot simultaneously 

possess orthogonality, symmetry, compact support, and 

vanishing moments, whereas MWT does. This ensures that the 

signal energy and decomposition are preserved without 

slipping and redundancy, effectively avoiding the error caused 

by signal truncation and allowing for the correct signal 

reconstruction [69]. In this research, one of the most significant 

MWT filters, the GHM filter proposed by Geronimo et al, is 

utilized. MWT satisfy two-scale refinement equations. It is 

easy for unauthorized individuals to decipher, resulting in 

Weak security. However, its speed and ease of use are 

unmatched [94-98]. Due to its simplicity and speed when 

dealing with 2D images, the Arnold Transform was a critical 

stage in the proposed image encoding algorithms. The 

algorithms were augmented with additional multidimensional 

chaotic systems to circumvent the security issues caused by the 

intrinsic periodicity of the Arnold transform and improve the 

image's security and reliability. Although the DFT can 

efficiently extract valuable information about the signal's 

frequency components, it requires a massive computational 

effort, which prevents it from being used in most practical 

applications. This prompted Cooley and Tukey to propose a 

numerical algorithm that significantly reduces the number of 

calculations required for DFT evaluation. This algorithm was 

dubbed the Fast Fourier Transform (FFT). It is regarded as a 

turning point in digital signal processing, as it has been credited 

with facilitating the application of the Fourier transform in real-

world scenarios  [55 - 55.] The Discrete Hartley Transform 

(DHT), introduced by Hartley in [58], is closely related to the 

Fourier transform of a real-valued sequence. The Hartley 

transform can obtain a Fourier power spectrum for a given 

function using only real-valued computation [6]. The following 

equations define the two-dimensional DHT: Noting that the 

only difference between the forward transform and the DFT is 

the absence of the " -j " multiplier on the sine term, the DHT of 

a real-valued sequence is simply the imaginary part of the DFT 

subtracted from the real part  [55.] . Arnold Transform, also 

known as Arnold cat map, is a chaotic system utilized 

extensively in image encryption to transform pixels from 

position (x, y) to position (x1, y1) straightforwardly and 

efficiently [60]. Wavelet transformations are a relatively new 

phenomenon that has captivated researchers in the physical and 

mathematical sciences with their diverse application potential. 

Due to connections with multi-rate filtering, quadrature mirror 

filters, and sub-band coding, wavelet application fields have 

expanded rapidly over the past few years. It has been utilized 

by the digital signal processing community to eliminate noisy 

signals and compress data and images. One of the primary 

reasons for detecting waveforms and wavelet transforms is that 

the Fourier transform analysis lacks local information about the 

signals. Therefore, the Fourier transform cannot be used to 

analyze signals in the time and frequency domain. As the 

wavelet transform computes the internal products of a signal 

with a family of wavelets, a wealth of new mathematical results 

has been produced. Notable is that the DWT produces very 

high time resolution at low frequencies and low time resolution 

at high frequencies, where high frequencies represents a 

signal's precise details, and low frequencies means the signal's 

summary, both of which are required for signal analysis and 

representation  [82 ,43 ,55 ,55 ,55 ,55.] . Multi-Wavelets 

Transform (MWT) is a special case of wavelets in which a 

vector scaling function is used instead of a single scaling 

function. This allows the multi- resolution analysis spaces to be 

described in terms of translates of linear combinations of the 

scaling vector's functions  [52.]  corresponds to the Multiwavelet 

function. It has been demonstrated that scalar wavelets cannot 

simultaneously possess orthogonality, symmetry, compact 

support, and vanishing moments, whereas MWT does. This 

ensures that the signal energy and decomposition are preserved 

without slipping and redundancy, effectively avoiding the error 

caused by signal truncation and allowing for the correct signal 

reconstruction [69]. In this research, one of the most significant 

MWT filters, the GHM filter proposed by Geronimo et al [70], 

is utilized. MWT satisfy two-scale refinement equations. 
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4. THE PROPOSED SWIN WAVELET 

TRANSFORMER (SWT) MODEL. 

 The success in applying attention with NLP tasks and images 

reached the state of art in these days. These achievements are 

due to their flexibility and ability to create understanding of the 

attention. They may use most of these techniques in various 

treatments. Although we have endeavored to achieve a lot of 

work to gain a more distinct understanding of attention, they 

successful dazzling concerts derive from work patterns based 

on compositions in different layers. 

However, there is a cost associated with this interest that must 

be paid in order to achieve somewhat successful results. It has 

been proven that the attention weights  adopted in their 

complex model are very successful and expressive, but are not 

necessary to achieve accurate NLP models

 

 

Fig. 3 Proposed Swin Wavelet-Multiwavelet Transformer Architecture. 

Acceptable results were obtained that are not far from the exact 

ones when retaining learnable mutual attention weights.   The 

standard attention mechanism requires many times more time 

and creates a bottleneck in memory in the case of long 

sequences, which makes it difficult to apply in such cases. Note 

that such a mechanism requires great efforts to improve 

attention efficiency by relying on dispersing the attention 

matrix. 

This research replaces all these methods of self-attention with 

a different combination and mixture through the use of the 

Wavelet transform. This development leads to outstanding 

performance and reducing the size of the model by dispensing 

with learnable attention parameters as well as in the simplicity 

of the new model. 

The proposed model is a care-free transformation structure, 

where the main layers consist of Wavelet mixing sub-levels 

followed by a feed-forward sub-level. Figure 2 shows the 

structure of the new structure. Note that the self-interest 

sublayer of each sublayer is replaced by Wavelet, which applies 

a 2D Wavelet transformer to the embedding input. The first 

wavelet will be along the serial dimension and the second 

wavelet will be along the hidden dimension. 
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Since the Wavelet parameters are real numbers, we do not need 

to modify the feed-forward sublayers or the output layers here. 

After testing the Wavelet model, it became clear to us that it 

gives the best results compared to FNet. It is worth noting that 

here we combine word embeddings, absolute position 

embeddings for tokens, and type embeddings for sentences. 

This is necessary because we secure placement inclusions to 

allow for clear, consistent comparison with BERT. 

The simplest explanation for Wavelet transformation is that it 

is a particularly efficient token shuffling mechanism, which 

provides the feed-forward sublayers with sufficient access to 

all tokens. 

Because of the duality of the Wavelet transform, we can also 

view each alternating cipher block as applying alternating 

Wavelet transforms and inverse Wavelet transforms, 

transforming the input back and forth between the time domain 

and the frequency domain. 

Because multiplication by feed-forward sublayer coefficients 

in the frequency domain is equivalent to convolution (with a 

related set of coefficients) in the time domain, the new model 

can be viewed as an alternation between multiplication and 

convolution.  

5. DATASET USED IN THIS WORK 

The datasets that were used in the proposed model are 

explained in this section. A dataset for X-ray, MRI, and CT 

scan medical images datasets were used. Below are the 

explanations for each:  

Dataset A: As part of the study, MRI scans of brain tumors were 

obtained from six different Kaggle datasets to obtain the data 

used for this study. Several datasets provide annotated images 

that can be used for analysis in these datasets. Dataset 1 

contained 253 MRI brain tumor images categorized into two 

labels: 98 images without tumors and 155 images with tumors. 

In Dataset 2, 3,264 MRI-labeled images were divided into four 

parts. The first part consists of 926 glioma images, the second 

part consists of 937 meningioma images, and the third part 

consists of 500 images with no tumor labels, while the fourth 

part consists of 901 images with pituitary labels. Dataset 3 

contains 3,060 MRI brain images categorized into three 

categories: 1,500 images with tumors, 1,500 images without 

tumors, and 7060 unlabeled images for testing. The fourth 

dataset, Dataset 4, included 7,023 labeled images divided into 

four categories. The first part contained 1,621 images of glioma 

tumors, the second part contained 1,645 images of meningioma 

tumors, the third part contained 2,000 images without tumors, 

and the last part contained 1,757 images of pituitary tumors. In 

Dataset 5, 400 MRI-labeled images were categorized into two 

groups: 170 normal images (without tumors) and 230 abnormal 

images. The last dataset of brain MRI images, Dataset 5, 

contained 2,501 images classified into two categories: 1,551 

normal images and 950 abnormal images. Our final 

classification is based on two types of dataset: normal and 

abnormal. There were 5,819 images in the normal class and 

10,622 images in the abnormal class, the number of 

observations in each class. As a result, this dataset contained 

16,441 MRI images of brain tumors. A comparison was made 

on the above data between the achievement of the proposed 

model SWT and BERT. 

BERT Transformer encoder model. 

SWT encoder: by the replacement of every self-attention 

sublayer with a Wavelet sublayer. 

SMWT encoder: by the replacement of every self-attention 

sublayer with a Multiwavelet sublayer. 

Linear encoder: by the replacement of each self-attention 

sublayer with two learnable, dense, linear sublayers, one 

applied to the hidden dimension and the other to the sequence 

dimension. 

The accuracy of these systems are BERT the best record of 

classification of average value of 88.3%, the SWT encoder 

achieved under the same conditions gave an accuracy of 87.6%, 

SMWT gave 88.1% and the linear encoder 74.9%. 

6. A COMPARISON OF FOURIER TRANSFORM 

AND WAVELET TRANSFORM IN THE 

CONTEXT OF TRANSFORMER MODELS 

The analogy of Fourier Transform (FT) and Wavelet Transform 

(WT) to the Transformer architecture is a fascinating one, 

though it's important to note that the direct application of these 

transforms within the model isn't straightforward. 

6.1 Fourier Transform and Transformer Layers 

The Fourier Transform is a mathematical tool used to 

decompose a function into its constituent frequencies. In the 

context of Transformer models, the self-attention mechanism 

can be seen as a form of frequency analysis, where the model 

learns to attend to different parts of the input sequence based 

on their relevance.    

However, the Fourier Transform's limitation lies in its inability 

to capture time-frequency information. It's better suited for 

stationary signals, where the frequency content remains 

constant over time. In contrast, natural language is a non-

stationary signal, with varying frequencies and patterns across 

different parts of the text.    

6.2 Wavelet Transform and Transformer Layers 

The Wavelet Transform, on the other hand, offers a time-

frequency representation of a signal. It's particularly useful for 

analyzing non-stationary signals, like natural language, where 

frequencies and patterns change over time.    

While Transformer layers don't directly implement the Wavelet 

Transform, they can be seen as capturing a similar idea of 

multi-scale analysis. The self-attention mechanism, combined 
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with the hierarchical structure of the Transformer, allows the 

model to attend to information at  

different levels of granularity, from individual words to longer 

dependencies. 

 6.3 Key Differences and Similarities 

Feature Fourier Transform 
Wavelet &Multi-Wavelet 

Transform 
Transformer 

Time-Frequency 

Analysis 
Poor time-frequency resolution 

Good time-frequency 

resolution 

Good time-frequency resolution 

through self-attention 

Signal Processing Primarily for stationary signals 
Suitable for non-stationary 

signals 

Handles non-stationary language 

data effectively 

Computational 

Complexity 

Can be computationally 

expensive, especially for large 

datasets 

More computationally efficient 

than the Fourier Transform 

Efficient due to the attention 

mechanism and parallel processing 

capabilities 

 

It is clear that while the Wavelet Transform and Multiwavelet 

Transform provide valuable insights into signal processing, the 

Transformer architecture offers a more flexible and powerful 

approach to natural language processing. By combining the 

strengths of both worlds, Transformer models can effectively 

capture the complex patterns and dependencies in language 

data. 

7. CONCLUSIONS 

In this research, a new structure for the Swin Transformer was 

proposed by replacing the attention part with a Wavelet 

transform. This means that simplified symbol mixing units for 

coding structures similar to transformers were studied. This 

proposed model is similar to a transformer, where the self-

attention sublayer is replaced by an unparameterized Wavelet 

transform. The mixing mechanism using Wavelet is efficient 

and effective, which is compatible with the accuracy of the 

most accurate models, in addition to its speed and requiring 

much less storage in memory. 

During its application, it gave the impression that it is an easy 

alternative to the attention mechanism in all classification 

tasks. The experience of replacing Wavelet with Multiwavelet 

was also very successful, and this means that there will be a 

great demand for using the new structure in the classification 

task in the future. 
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Appendex A : Demonstrated Example on the comutation of Swin Transformer  

PE (0, 0) =sin (0/10000. ^ (2*0)/12)   =0,  PE (0, 1) =cos (0/10000. ^ (2*1))/12)   =1 ,  
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 B1= 1     5     7     2     6     8     9     3     2    10    14    10 + PE1= 0     1     0     1     0     1     0     1     0     1     0     1  =1     6     7     

3     6     9     9     4     2    11    14    11 

B2= 3     7     9     4     8     4     1     5     4    12    16     1  +  PE2= 0.8415    0.9769    0.0464    1.0000    0.0022    1.0000    0.0001    

1.0000    0.0000   1.0000    0.0000    1.0000  = 3.8415    7.9769    9.0464    5.0000    8.0022    5.0000    1.0001    6.0000    4.0000   

13.0000   16.0000    2.0000 

B3= 7     8     7    11    12     9     5     9     6     6     3     4  + PE3=0.9093    0.9086    0.0927    0.9998    0.0043    1.0000    0.0002    

1.0000    0.0000 1.0000    0.0000    1.0000 =7.9093    8.9086    7.0927   11.9998   12.0043   10.0000    5.0002   10.0000    6.0000 

7.0000    3.0000    5.0000 

B4=   9     3    14     2     4    15     7    15     3     8     2     2 

+ PE4=0.1411    0.7983    0.1388    0.9996    0.0065    1.0000    0.0003    1.0000    0.0000 1.0000    0.0000    1.0000 

=9.1411    3.7983   14.1388    2.9996    4.0065   16.0000    7.0003   16.0000    3.0000 9.0000    2.0000    3.0000 

Swin Transformer Block  

Layer Norm   

B1=1     6     7     3     6     9     9     4     2    11    14    11  =mean= 6.9167, = standard deviation= 4.0104,  =1, =0 

LN (B1) = -1.4753   -0.2286    0.0208   -0.9766   -0.2286    0.5195    0.5195   -0.7273   -1.2260 1.0182    1.7662    1.0182  

B2=3.8415    7.9769    9.0464    5.0000    8.0022    5.0000    1.0001    6.0000    4.0000   13.0000   16.0000    2.0000  =mean= 

6.7389,  = standard deviation= 4.3829,   =1, =0 

LN (B2) = -0.6611    0.2825    0.5265   -0.3968    0.2882   -0.3968   -1.3094   -0.1686   -0.6249 1.4285    2.1130   -1.0812 

B3=[7.9093    8.9086    7.0927   11.9998   12.0043   10.0000    5.0002   10.0000    6.0000 7.0000    3.0000    5.0000] =mean= 

7.8262,  = standard deviation= 2.8497,  =1, =0 

LN (B3) = 0.0291    0.3798   -0.2574    1.4646    1.4662    0.7628   -0.9917    0.7628   -0.6409   -0.2899   -1.6936   -0.9918                       

B4= [9.1411    3.7983   14.1388    2.9996    4.0065   16.0000    7.0003   16.0000    3.0000 9.0000    2.0000    3.0000] =mean= 

7.5070,  = standard deviation= 5.3144,   =1 ,   =0  

LN (B4) = 0.3075   -0.6979    1.2479   -0.8482   -0.6587    1.5981   -0.0954    1.5981   -0.8481 0.2809   -1.0362   -0.8481  

 

B1Q=B1*WQ , LN (B1) = -1.4753   -0.2286    0.0208   -0.9766   -0.2286    0.5195    0.5195   -0.7273   -1.2260 1.0182    1.7662    

1.0182 

WQ= 

1.5270   -0.1623   -1.0642   -0.9480    0.1825    2.0237    0.0662    0.9111    1.0205    0.8577   -1.2706   -2.1321 

0.4669   -0.1461    1.6035   -0.7411   -1.5651   -2.2584    0.6524    0.5946    0.8617   -0.6912   -0.3826    1.1454 

-0.2097   -0.5320    1.2347   -0.5078   -0.0845    2.2294    0.3271    0.3502    0.0012    0.4494    0.6487   -0.6291 

0.6252    1.6821   -0.2296   -0.3206    1.6039    0.3376    1.0826    1.2503   -0.0708    0.1006    0.8257   -1.2038 

0.1832   -0.8757   -1.5062    0.0125    0.0983    1.0001    1.0061    0.9298   -2.4863    0.8261   -1.0149   -0.2539 

-1.0298   -0.4838   -0.4446   -3.0292    0.0414   -1.6642   -0.6509    0.2398    0.5812    0.5362   -0.4711   -1.4286 

0.9492   -0.7120   -0.1559   -0.4570   -0.7342   -0.5900    0.2571   -0.6904   -2.1924    0.8979    0.1370   -0.0209 

0.3071   -1.1742    0.2761    1.2424   -0.0308   -0.2781   -0.9444   -0.6516   -2.3193   -0.1319   -0.2919   -0.5607 

0.1352   -0.1922   -0.2612   -1.0667    0.2323    0.4227   -1.3218    1.1921    0.0799   -0.1472    0.3018    2.1778 
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0.5152   -0.2741    0.4434    0.9337    0.4264   -1.6702    0.9248   -1.6118   -0.9485    1.0078    0.3999    1.1385 

0.2614    1.5301    0.3919    0.3503   -0.3728    0.4716    0.0000   -0.0245    0.4115   -2.1237   -0.9300   -2.4969 

-0.9415   -0.2490   -1.2507   -0.0290   -0.2365   -1.2128   -0.0549   -1.9488    0.6770   -0.5046   -0.1768    0.4413 

B1Q= [-3.4195    1.4575    1.4753    2.0006   -2.5895   -6.5708    1.4613   -7.7968    0.1371   -3.6022   -0.3456 -1.7124]                             

LN (B1) = -1.4753   -0.2286    0.0208   -0.9766   -0.2286    0.5195    0.5195   -0.7273   -1.2260 1.0182    1.7662    1.0182              

1K=B1*WK,   WK= 

0.1129    0.3893   -0.5073    0.8998    0.9835   -0.4320   -2.1935   -1.1555    0.4759   -0.7777   -1.3147   -0.0375 

0.4400    0.7512    0.2358   -0.3001   -0.2977    0.6489   -0.3334   -0.0095    1.4122    0.5667   -0.4164   -1.8963 

0.1017    1.7783    0.2458    1.0294    1.1437   -0.3601    0.7135   -0.6898    0.0226   -1.3826    1.2247   -2.1280 

2.7873    1.2231    0.0700   -0.3451   -0.5316    0.7059    0.3174   -0.6667   -0.0479    0.2445   -0.0436   -1.1769 

-1.1667   -1.2833   -0.6086    1.0128    0.9726    1.4158    0.4136    0.8641    1.7013    0.8084    0.5824   -0.9905 

-1.8543   -2.3290   -1.2226    0.6293   -0.5223   -1.6045   -0.5771    0.1134   -0.5097    0.2130   -1.0065   -1.1730 

-1.1407    0.9019    0.3165   -0.2130    0.1766    1.0289    0.1440    0.3984   -0.0029    0.8797    0.0645   -1.7254 

-1.0933   -1.8356   -1.3429   -0.8657    0.9707    1.4580   -1.6387    0.8840    0.9199    2.0389    0.6003    0.2882 

-0.4336    0.0668   -1.0322   -1.0431   -0.4140    0.0475   -0.7601    0.1803    0.1498    0.9239   -1.3615   -1.5942 

-0.1685    0.0355    1.3312   -0.2701   -0.4383    1.7463   -0.8188    0.5509    1.4049    0.2669    0.3476    0.1102 

-0.2185    2.2272   -0.4189   -0.4381    2.0034    0.1554    0.5197    0.6830    1.0341    0.6417   -0.1818    0.7871 

0.5413   -0.0692   -0.1403   -0.4087    0.9510   -1.2371   -0.0142    1.1706    0.2916    0.4255   -0.9395   -0.0022 

B1K= [-2.9559    2.8010    3.0145   -0.4722    2.6200   -1.1563    4.8911    4.5071    1.0683    0.3558    1.7891    3.5596] 

LN (B1) = -1.4753   -0.2286    0.0208   -0.9766   -0.2286    0.5195    0.5195   -0.7273   -1.2260 1.0182    1.7662    1.0182 

B1v=B1*Wv    Wv= 

0.0931    2.0243    1.0486   -0.8951    0.3105   -1.5327    0.4147   -0.2971   -1.3380   -0.4698    0.1732    1.0533 

-0.3782   -2.3595    0.6607   -0.4093   -0.2495   -1.0979    0.3484   -3.2320    0.0303    0.8864   -0.5055   -0.7489 

-1.4827   -0.5100    2.5088   -0.1609    0.5037   -1.4158    0.3493   -1.0870    0.8531   -1.3852   -1.1933   -0.9363 

-0.0438   -1.3216    1.0635    0.4093   -0.8927    0.0596   -0.7292   -1.4264    0.4043   -1.9568    0.6470   -1.2691 

0.9608   -0.6361    1.1569   -0.9526    1.9085   -0.4113    0.3268   -1.0145   -0.7006    0.4207   -0.3536    0.4980 

1.7382    0.3179    0.0530    0.3173    0.1222   -0.3680   -0.5149   -0.2133   -1.6305    0.4007    0.0464    2.7891 

-0.4302    0.1380   -1.2884    0.0780    1.0470   -1.3610   -0.8964   -0.3253    1.4600    0.0951   -0.7929    0.7276 

-1.6273   -0.7107   -0.3712    1.3244   -0.2269    0.7796   -1.2033    1.9444    2.0500    0.4967   -1.5505   -0.7731 

0.1663    0.7770   -0.7578   -0.2132   -0.1625    0.4394    1.0378   -0.5718    0.1205    1.0822    0.1716    0.8366 

0.3763    0.6224   -0.5640   -0.1345    0.6901   -0.0896   -0.8459   -0.2500   -0.9899    0.9704   -0.0621   -1.1283 

-0.2270    0.6474    0.5551   -1.1714    0.5558    1.0212   -0.1729   -1.5693    1.1978   -0.5686    1.1990   -1.4245 

-1.1489   -0.4256   -0.5568   -1.3853   -1.1203   -0.8740   -1.2087   -0.4774   -0.5927    0.8100    0.8017    0.7174 

B1V= [0.2130    0.1233   -2.5523   -2.8839    1.5601    1.3371   -3.5745   -1.7258    0.5269    1.6546    2.6844   -1.8475] 

B2Q=B1*WQ, LN (B2) = -0.6611    0.2825    0.5265   -0.3968    0.2882   -0.3968   -1.3094   -0.1686   -0.6249 1.4285    2.1130   

-1.0812  , WQ= 

-0.7779    0.3830   -0.0713   -0.7343    1.3845    1.1473   -0.6537   -1.6258   -1.9920    0.4364   -0.2512    0.4902 

0.3160    0.4120   -0.9383    0.5406   -0.0627    0.5979   -1.2294   -1.9648    0.8412   -0.5044   -0.2046    0.7653 

1.4065    0.4055    0.1614    0.9758    0.4489   -1.2813   -0.2710    2.6052   -0.4147    0.1021   -2.2015    0.7783 

0.4011   -0.3638   -0.2682   -0.1569   -0.3633   -2.2033   -0.9000    0.9724    1.9122    1.1963   -0.7745   -1.4803 

0.9297   -0.5993   -0.4099    0.2778   -1.0206   -0.5712   -0.2857    0.2570   -0.3909    0.1203   -1.3933    0.5404 

-1.6058   -0.5896   -0.7113    0.6395   -3.0730    0.2140   -0.4624   -0.9742    0.4092   -1.0368   -0.3862   -0.0915 

0.6615    0.8535    0.0614   -0.0810    0.6263    0.9424   -0.4098   -1.1464   -1.1424   -0.8571    0.5256   -0.7603 

2.1385   -1.8530   -1.8461    0.5409   -0.2867    0.0937   -0.5035    0.5476   -0.6249   -0.1699    1.5233   -0.6936 

0.5411   -0.2073   -0.3983   -1.2626   -0.1973   -1.1223    1.2333    1.5651   -1.1687   -0.1917    1.7985    1.2815 

-1.5409    0.2704   -0.5435    1.1104    0.4056    0.3062    0.6103   -1.6933    0.3926   -0.8658   -0.1169   -0.8097 

-0.2031   -0.6528   -0.9119   -0.9896   -1.4193   -1.1723    0.0591   -0.4494    1.3018    0.1807   -0.3202   -1.2368 

-0.5000    0.4772    0.6527   -1.8288   -0.7294   -0.9610   -1.4669   -0.0843   -0.5936    1.2665    0.8175    0.2147 

B2Q=   [-1.5647   -1.9025   -2.7917    3.3169   -1.9067   -2.1887    2.8340   -0.8805    6.5875   -1.3595   -4.7881   -2.6093] 

B2k=B1*Wk,  Wk= 

2.0108   -0.4506   -0.3012   -0.6712    2.6173    0.1640   -0.4234    0.0964   -1.6625   -0.7648    0.4289   -0.7745 

0.0256    0.1092   -0.6987    1.1867    0.5510   -0.2828    0.3616   -0.8305    1.9437   -1.1277   -0.2991    0.7868 

0.3083   -0.2506    0.8328    0.7907    0.2942    1.1522   -0.3519   -0.3523   -1.0847    0.0782   -0.8999    1.4089 

-0.9382   -0.1899   -0.6946    0.2877   -0.7778   -1.1465    0.2695   -0.1748    0.2268    2.1066    0.6347   -0.5341 
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1.6742   -1.0329   -0.4619    0.0032   -1.0649    0.6737   -2.5644   -0.4807    1.0989   -0.7158    0.0675    1.9278 

0.1250   -0.3233    0.8836    0.3656   -1.7684   -0.6691    0.4659    0.8368    0.1472   -0.2805   -0.1871   -0.1762 

0.5301    0.7665    0.4359    3.5267   -0.4229   -0.4003    1.8536    2.5383    2.2957    1.1665    0.2917   -0.2438 

-0.9521    1.7447    0.8967   -0.1124   -1.0531   -0.6718    1.0393   -1.3233    2.7526    1.2128    0.9877   -0.8976 

0.8540   -1.1605    0.5047   -1.5566    0.6478    0.5756    0.9109    0.1283    0.1383    0.4855    0.3929   -0.7923 

0.3891    2.3774   -0.4009    1.9151   -0.3176   -0.7781   -0.2397   -1.4424   -1.9071    1.0260    0.1946   -0.9530 

-1.1560    1.5261   -0.5138    0.6098    1.7690   -1.0636    0.1810    1.3025   -0.3650    0.8707    0.2798    0.3539 

0.0397    0.1685    0.7964   -0.6479    1.5106    0.5530    0.2442    1.4099   -0.8481   -0.3818    0.0512    1.5970 

B2k=[-3.3516    5.9687   -3.3248    2.0356    1.2611   -2.3460   -4.2297   -4.8985   -4.8895    0.9802   -0.9803    0.9389] 

B2v=B2*Wv,    Wv= 

0.5275   -0.9606   -1.7423   -0.3020    0.7449   -0.3086    0.2360    2.3652   -0.6300   -2.2751    1.3419   -0.5817 

0.8542   -1.6338    0.2053    1.8136   -0.8282    0.4567   -0.8352   -0.4822   -0.0469   -1.6333   -0.9884   -1.8301 

1.3418    0.7612    1.1929    0.9149    0.5745   -0.2751   -1.2760    0.6474    2.6830    0.4155    1.8179   -0.4491 

-2.4995    1.1933   -0.8028   -0.0571    0.2818    0.4431    0.6170   -1.0344   -1.1467   -0.6548   -0.3744    0.9493 

-0.1676    1.6321   -1.2656    1.3094    1.1393   -0.1348    0.6127    1.3396    0.5530   -0.2963   -1.4517    0.7174 

0.3530   -1.5322   -0.1493   -1.0447   -0.4259   -0.0183    0.2894   -0.9691   -1.0765   -1.4969   -0.6187    2.2878 

0.7173   -1.3369   -1.6364   -0.3483    0.6361    0.4608    0.3953    0.2087    1.0306   -0.9048    0.9345    0.1667 

-1.3049   -1.4738    0.0173    1.4126    0.7932    1.3623   -0.8706   -0.6186    0.3275   -0.4042    1.0559   -2.1565 

-1.0059   -0.0417    0.8284    1.5024   -0.8984    0.4519   -0.4977    0.5120    0.6521   -0.7258    0.1602    1.6894 

0.7907   -0.6155    0.2177    0.7304    0.1562    1.6484   -0.1067    0.0114   -0.2789   -0.8665    0.2874    1.2823 

-0.1166    1.3142   -1.9092    0.4908    1.5973   -2.0284   -0.6878   -0.0440    0.2452   -0.4218    0.6329   -0.5826 

0.5531   -1.4551   -0.5368   -0.5861    0.1124   -0.4493    0.3319    2.9491    1.4725   -0.9427   -1.4590    0.2226 

B2V=[    1.5971    6.6749    0.3304    4.0013    3.0329   -2.5801   -3.2713   -3.9322   -0.4272    2.6264    1.5901   -1.9971] 

B3Q=B3*WQ , LN (B3) = [0.029    0.3798   -0.257    1.4646    1.4662    0.7628   -0.9917    0.7628   -0.6409   -0.2899   -1.6936   

-0.9918] 

WQ= 

0.7795   -0.0910    0.8751    1.7710    0.2719    1.3373    0.4340    1.2033   -0.2192    0.6201   -0.6305   -0.5708 

0.3847   -0.2528    1.3954    0.2213    1.4896    2.1257    0.5201    0.5220   -0.8798   -0.2867    0.6096    0.4942 

0.6964    1.1948    0.3210    2.7304    1.4371    0.0540   -1.0922    0.3970   -0.3208    0.5980    0.7823    0.9914 

-0.1127    0.6061    1.6234   -0.2962   -0.0276    0.1630   -0.2258   -0.4828   -0.7844   -0.2455    2.4366    1.0771 

-0.0388    0.5405    1.0624    0.5643    0.9239   -0.6327   -0.4049   -0.2315   -0.3650   -1.7807    0.3024    0.7768 

0.0881   -1.4449    0.2141    1.5826   -0.3213    1.6120    0.5279    0.6134    0.1173   -2.3472    0.0583   -2.2598 

-0.7897   -0.9677    0.8768    2.7292    0.6611   -0.0754   -1.0070    1.6829    0.1743   -1.7136   -0.5741   -0.5644 

1.4230    0.2021    0.1944    0.3036    1.9153   -0.4732    1.0890    0.5684   -0.2157   -0.2371   -0.1952    0.9015 

0.0063   -0.3479   -0.4149   -0.7903    0.1568    2.1842    1.7849   -1.2060   -0.1526   -0.6196   -0.0505    0.3947 

0.6865    1.2901    0.3585    0.8034   -0.3005    0.8099   -0.3038    0.4331    0.0337   -0.7202   -1.7558    0.0049 

-0.8549    1.3412    0.0362   -1.3199   -0.5000    0.7163   -0.0087   -0.0921    0.4583    0.0407   -0.2574    0.4369 

-1.0752   -0.5808   -0.3646   -0.2738    0.7165   -1.0056    0.5066   -0.2441    1.2816   -0.6590    0.7495    1.1301 

B3Q= [4.0145   -0.5609    4.3126    1.3392    2.2012   -0.7636    0.2553   -0.6374   -4.1491   -2.2967    4.7226    0.0409] 

B3k=B3*Wk,   Wk= 

0.1538    0.1789    1.7553   -2.2220    0.1812    2.0099    0.7742    0.3606   -0.8595   -0.3918   -0.0460   -1.6848 

-0.7586    0.9276    0.9315    0.4488    0.0543    1.4167    0.2657    1.8851   -1.4130   -1.4847   -0.4657    0.4131 

-0.1802   -0.1102    0.8253    0.0006    0.6878    0.0115   -0.2351   -0.3068   -0.5160   -0.3446    0.0759    0.5017 

-0.2078    1.5724   -0.8148   -0.7562   -1.3934   -0.9390    1.8773   -1.0127   -1.0851   -1.3239   -0.9188    0.0831 

0.8967    0.5605   -0.5342    0.4043    1.4254   -1.7389    0.6092   -0.2385   -0.7072   -0.5748   -1.9195    0.1578 

0.4123   -0.4203    0.2426   -0.7939   -0.8939    0.0170   -0.1103   -0.4840   -0.3017   -0.7407   -0.0364   -0.5279 

0.5475   -0.1539   -0.1006    0.8598    0.0378    0.2192    0.2775   -0.3273   -1.2004   -1.1850   -1.2251    0.7231 

0.1478   -0.2752   -1.6250    0.0669   -0.3636    1.0458    0.0870    0.4755   -0.0194   -2.0649   -1.9024   -0.8499 

-0.3623    0.2411   -1.5144   -1.6394    0.1496   -0.9510    0.1736   -0.1300    0.3404    0.5651    2.3742   -0.7964 

0.0611    0.7547    1.0262   -2.4247   -1.9445    0.7948    0.4536   -0.5944   -0.9632    2.0001   -0.2333    0.7253 

0.2167   -0.2919   -0.7581   -0.2838    1.5239    0.0714   -0.6035   -0.4438    1.1139    2.2233    0.4039    1.6865 

-1.3981    0.4584    2.0783    1.1458    0.5458   -0.7737   -0.7970   -1.3225   -1.5861   -0.4922    1.1925   -0.3864 

B3K=[1.8916    2.7991   -2.8432   -0.7184   -3.7530   -1.7125    5.1037    1.6095   -2.3617   -8.4526   -7.9425   -3.6093] 

B3v=B3*Wv,   Wv= 
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-0.5051   -0.4949    3.5699    0.0053    0.8254   -1.4150   -0.6607   -0.5352    0.4121   -0.3936   -1.2203    0.3535 

0.4081   -0.6248    3.4075    1.1391   -0.2293   -0.0334    0.3276   -0.2620   -0.9371   -2.1763   -0.3762   -1.2568 

1.0724   -0.9336    1.1469    0.4274    0.2623    0.2611    1.5081   -1.0954    0.8352   -1.1957    0.0524   -1.0360 

0.9680   -0.2787    0.7873    0.1810   -0.8980    0.5230   -0.8889    0.5492    1.0945    0.3653   -1.9539   -0.4270 

0.2701   -0.2005   -1.2781    0.6575   -2.1573    0.6768   -0.9593   -2.1746    0.3212    2.4124    0.5654    0.0777 

-0.6344    0.1367   -0.5846    0.5842    0.0939    0.6744   -0.4927    0.1446    0.0151    0.7402    0.0778    1.7909 

0.6298   -0.8833   -0.6194   -1.6165   -0.9512    0.6784    0.4411    0.6690   -1.1645    0.3097    0.0807    0.7973 

-0.0792    0.0825    0.5353    0.0188    1.1726   -0.3126   -0.2048   -0.8488    0.4948   -0.5420    0.7947   -0.4425 

1.3769   -0.6039    0.4830   -0.4260    1.7351    0.3792   -0.9778   -0.0571   -1.2158    0.1223    1.0437   -0.6291 

-1.4082   -0.3687    0.1085   -2.0340   -0.3717   -2.2529   -1.5729    0.2918    1.5908    0.9623    0.8022    1.5338 

0.1412   -0.8382   -0.3403   -1.3286    1.1929   -1.1684   -0.3703   -0.6146    0.5265   -0.2540   -0.4688    2.7335 

1.2897   -0.2825   -0.9258   -0.3199    0.9536    1.2020   -0.2211   -0.0136    0.2648    1.8918   -0.0466    0.1674 

B3v=[   -1.4834    2.5233    2.1121    7.0449   -6.6697    2.4371   -2.0318   -2.4113    2.2227    1.5825   -1.7003   -5.3109] 

B4Q=B3*WQ, LN (B4) = 0.3075   -0.6979    1.2479   -0.8482   -0.6587    1.5981   -0.0954    1.5981   -0.8481 0.2809   -1.0362   

-0.8481,  WQ= 

-0.4789    0.9940   -1.5438    2.7485    0.5447   -1.9201   -0.8127    0.2195   -0.9890   -0.2631    0.7151   -2.0676 

-1.4127    0.4284   -1.5518   -1.5130   -0.1379    0.6254   -0.4384   -0.1149   -1.5159    1.0821    1.0486   -1.1546 

0.9750   -1.0042    0.8671    0.4340    0.6199    0.7530    0.8586    0.0686   -2.2285    0.9824    0.1775   -0.1072 

0.2897   -0.6327   -0.1454   -0.2298   -0.0056    0.2135    0.1952    0.7515   -0.1515   -0.1114    0.1533   -1.7129 

1.1654   -1.0457   -0.3862   -0.8271    1.1072   -0.7702    0.8889   -0.6894    1.1627    1.2960   -1.2543   -0.4599 

-0.9087    0.5057    1.3162   -0.8320   -0.1856   -0.0071    0.0692    0.4508   -0.1819    1.7813   -1.1728    1.0910 

0.2406    0.3320   -0.7965    0.4979   -1.1214    0.0932    2.4868   -1.5650   -0.2340   -0.0656   -1.4614   -0.1639 

-0.6540   -1.6354    0.1354    2.3156    0.2464    0.9353   -1.6656   -0.0788   -1.0467   -0.2557   -1.2443   -0.0672 

1.2750   -1.9068    0.4178   -0.7938    1.5610    0.6635   -0.4159   -0.9418    1.5833    0.4046   -0.1551   -1.0016 

-0.5512   -0.0404    0.8199    0.5410   -1.1966   -0.3502   -0.0842   -0.6529   -0.2494    0.3518   -1.6149   -0.5557 

-0.0874    0.6972   -0.8544   -0.5591   -0.2423    1.6199    0.0893    0.2825    1.2940    0.8075    2.2461   -1.3516 

-0.3478    0.1688    0.3573    1.9766    1.0048   -0.0508    1.4561   -1.1251    0.3620   -0.2556    0.7393    0.3642 

B4Q=[   -2.3290   -1.1178    4.9221    5.2340   -1.7442   -0.5832   -3.4104    2.0706   -7.6665    1.2107   -6.5939    5.2287] 

B4K=B3*WK, LN (B4) = 0.3075   -0.6979    1.2479   -0.8482   -0.6587    1.5981   -0.0954    1.5981   -0.8481 0.2809   -1.0362   

-0.8481 

WK= 

-0.4522    0.8639   -1.5180   -1.5163   -1.1821    0.9143   -0.5278   -0.2228   -0.6888    0.1056   -0.5051   -0.4484 

0.7834   -1.4169   -1.0749   -0.0683    0.5838    1.1077    1.2416    0.2721   -0.8568    1.1284   -0.4760    0.1684 

1.2372    0.2000   -3.0722    0.7824   -0.5800    0.8205   -0.1576   -1.1685    0.0484    0.7425   -2.0516   -1.1205 

1.0772    0.1958    0.5214   -1.4207   -0.5614   -0.8176   -1.3736   -1.2242   -0.6649    1.1436   -0.4483    0.4007 

-0.0348   -0.1511   -0.9910    0.6694   -1.5559   -0.1265    0.8708   -2.0995    1.4527   -0.9147   -1.5512    0.7391 

-0.5040    0.8928   -0.2531    0.6832    1.1002    0.2641   -1.5685   -0.3902    1.3798    0.1798    0.9298    0.9000 

-1.2240   -0.3642    1.0093   -0.8821    0.1751    3.1585   -1.8443    0.6643    0.0951   -0.9833    0.9019   -1.5312 

0.1185   -0.8262    0.0510   -1.5045    1.0036    1.2266    0.2884   -0.7023   -0.4271    0.3848    0.1383    0.5046 

0.9595    0.2760   -0.4404    0.4331    1.5110    2.3206   -0.9509    0.5013    0.5108    0.3257   -0.3784   -0.8642 

-0.3409    0.4598   -0.8485    0.8083   -1.1372    0.4145   -0.9107    0.5403   -0.6563    1.2963    0.1431   -0.3766 

-0.1733   -0.2175   -0.2404    0.5789    0.6430    0.2118   -0.1619    0.9908   -0.1250    1.0992    1.6050    0.7880 

0.6163    0.7961    0.6029    0.7628   -0.0128    0.6132   -0.4889    0.9894   -0.5305    0.6532    1.3491    0.2982 

B4k=   -1.7844    1.0239   -3.8862   -1.2935    1.0953    0.7986   -1.3708   -3.2437    1.5289   -0.8049   -1.8065   -0.5318 

B4V=B3*WV , LN (B4) = 0.3075   -0.6979    1.2479   -0.8482   -0.6587    1.5981   -0.0954    1.5981   -0.8481 0.2809   -1.0362   

-0.8481 

WV= 

-0.1637    1.0996    1.0666   -0.2676    0.4735   -0.1299    1.2481   -0.1325    0.7636    0.9463   -1.5485   -0.6271 

0.6067   -0.8556   -2.0992    0.1866    1.3656    0.7337    2.8092    1.4393    1.1274    0.8182    1.8632    0.4402 

1.6345    0.0076    0.6385    0.9509   -1.6378    0.1203   -0.2322    2.0313    0.1416    1.5890    0.1340   -1.5026 

-0.6235   -0.9376    0.3715   -0.7905    2.0237    1.1363    0.2870   -0.9782    1.9281    0.5260   -1.5460   -0.2082 

-1.3501   -0.6816   -0.3742   -0.4895    0.7778   -0.6868   -0.4646   -0.6410    0.6706   -2.4652    0.4333   -1.5051 

-1.1622   -0.2601    0.6953    2.9745   -0.5489    0.4717    0.3843    0.5205   -0.1101   -0.8525    0.1030    1.8097 
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-0.9443   -0.2288    0.8776   -0.6226   -0.1260    0.2883   -0.3798   -0.3807    0.3710    0.5117   -0.5703   -0.1170 

-0.6712   -0.5248    1.0336    1.9203    0.2996    1.3919   -0.1018    1.9929    1.0966    0.2578    0.4931    1.2262 

0.5767    1.1283    0.4198    0.9611    0.2962   -1.3455    1.6182    1.6359   -0.3982    1.9624   -0.7075    0.4949 

-2.0858    0.5501    0.6011   -0.5578    1.2008    0.0007   -0.8472    0.5590   -0.0855    1.4063   -1.3480    0.9086 

0.2360    1.8551   -0.6740   -0.1066    1.0902    0.0535   -0.5759    0.5636    2.3733    0.4968   -1.7543   -1.1542 

-0.7784   -0.2773   -1.0952   -0.2152   -0.3587   -2.3419   -0.0759   -0.3384   -0.4739    0.0828   -0.3638    1.2576 

B4v=[-0.5152   -1.5333    6.6406    9.1699   -6.2059    5.1094   -2.2654    5.2670   -2.6550    0.0269    2.7714    3.6207] 

f1=B1K'*B1Q+B2k'*B1Q+B3K'*B1Q+B4k'*B1Q; 

21.2019   -9.0369   -9.1473  -12.4043   16.0557   40.7409   -9.0605   48.3425   -0.8501   22.3347    2.1428   10.6174 

-43.0607   18.3539   18.5780   25.1930  -32.6088  -82.7441   18.4017  -98.1828    1.7265  -45.3614   -4.3520  -21.5637 

24.0723  -10.2604  -10.3857  -14.0836   18.2293   46.2565  -10.2871   54.8871   -0.9651   25.3584    2.4329   12.0548 

1.5336   -0.6537   -0.6617   -0.8973    1.1614    2.9470   -0.6554    3.4969   -0.0615    1.6156    0.1550    0.7680 

-4.1834    1.7831    1.8049    2.4475   -3.1680   -8.0387    1.7878   -9.5386    0.1677   -4.4069   -0.4228   -2.0950 

15.1012   -6.4366   -6.5152   -8.8350   11.4357   29.0180   -6.4534   34.4322   -0.6055   15.9080    1.5262    7.5623 

-15.0263    6.4047    6.4829    8.7912  -11.3790  -28.8741    6.4214  -34.2615    0.6025  -15.8291   -1.5187   -7.5248 

6.9265   -2.9523   -2.9884   -4.0524    5.2453   13.3098   -2.9600   15.7932   -0.2777    7.2966    0.7000    3.4686 

15.9144   -6.7832   -6.8660   -9.3108   12.0515   30.5805   -6.8009   36.2863   -0.6381   16.7646    1.6084    7.9695 

27.0876  -11.5456  -11.6866  -15.8478   20.5127   52.0506  -11.5757   61.7624   -1.0860   28.5348    2.7377   13.5648 

30.5710  -13.0303  -13.1895  -17.8858   23.1506   58.7443  -13.0643   69.7050   -1.2257   32.2044    3.0897   15.3092 

-1.2221    0.5209    0.5273    0.7150   -0.9255   -2.3484    0.5223   -2.7866    0.0490   -1.2874   -0.1235   -0.6120 

ff1=softmax(f1) 

0.0001    0.0000    0.0000    0.0000    0.0008    0.0000    0.0000    0.0000    0.0308    0.0001    0.1186    0.0075 

0.0000    1.0000    1.0000    1.0000    0.0000    0.0000    1.0000    0.0000    0.4046    0.0000    0.0002    0.0000 

0.0015    0.0000    0.0000    0.0000    0.0068    0.0000    0.0000    0.0000    0.0274    0.0010    0.1585    0.0315 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0677    0.0000    0.0162    0.0000 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0851    0.0000    0.0091    0.0000 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0393    0.0000    0.0640    0.0004 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.1315    0.0000    0.0030    0.0000 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0545    0.0000    0.0280    0.0000 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0380    0.0000    0.0695    0.0005 

0.0297    0.0000    0.0000    0.0000    0.0662    0.0012    0.0000    0.0004    0.0243    0.0248    0.2149    0.1428 

0.9687    0.0000    0.0000    0.0000    0.9262    0.9988    0.0000    0.9996    0.0211    0.9741    0.3056    0.8173 

0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0000    0.0756    0.0000    0.0123    0.0000 

C1=B1V*ff1+B2V*ff1+B3v*ff1+B4v*ff1 

C1=5.3631    7.7881    7.7881    7.7882    5.3854    5.3463    7.7881    5.3458    2.2473    5.3601    4.3198    5.4166 

B1= [1     6     7     3     6     9     9     4     2    11    14    11] 

C1= [5.3631    7.7881    7.7881    7.7882    5.3854    5.3463    7.7881    5.3458    2.2473    5.3601    4.3198    5.4166] 

Z=C1+B1= [6.3631   13.7881   14.7881   10.7882   11.3854   14.3463   16.7881    9.3458    4.2473   16.3601   18.3198   

16.4166] 

LN (Z) = [6.3631   13.7881   14.7881   10.7882   11.3854   14.3463   16.7881    9.3458    4.2473   16.3601   18.3198   16.4166] 

MLP, W= 

-0.4264   -0.3119    0.6477   -0.7091    0.1152   -0.0670    1.2828   -2.7918    0.3457   -0.8132   -0.2164    0.0867 

0.8896    0.2214   -0.3035    0.0293   -0.6282   -0.7173   -0.4749    0.6022   -0.3447    0.1320   -0.3161    0.5003 

0.6498   -0.2973   -0.2268    0.5504    0.3876    0.4173    0.6234    0.0404    0.0308   -1.1847    1.3853   -0.3630 

-1.8062   -1.6972   -0.8716   -0.7255    3.0743    1.1246   -0.3477   -1.0309   -0.1333    0.3404   -0.3483   -0.3507 

1.0247   -0.5987    1.1258    0.0008    0.0976    0.6826   -0.7583   -1.3010   -0.6260   -1.5921    1.2055   -1.3629 

0.8252   -0.5233    0.9916   -0.1875   -0.0456    1.3961   -0.7372   -1.3180    1.1114   -2.4538    1.2372    1.7228 

-0.2363   -1.7158    0.6864    1.2414    0.8583   -1.3886   -1.4510   -0.2785    1.2022   -0.2081    2.5197    0.2014 

-0.9813    0.8857    0.5313    0.4725   -1.5636    0.0193    1.5208   -2.0221    0.0724   -0.9819   -0.3795   -0.5477 

-0.7696   -2.1666    0.7264    1.0945    1.1282   -1.3504   -2.4472    0.4067   -1.0267    1.5311   -0.4753    0.4018 

-1.2361    0.4221    0.6943    0.6227   -0.8476    0.1146   -1.2900   -0.0898   -1.1730    1.3727    1.6757    0.8344 

-0.0502   -0.2948    0.3941    1.0092    0.5675    0.5416   -1.9846   -0.3423    0.2510   -0.6121   -0.7384   -1.0483 

-0.3887   -0.3643    0.6316   -0.0945    0.2766   -0.7677   -1.3429    0.6522   -0.2646   -0.9667   -1.8155    0.2253 
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b=0, MLP= Z*W+b   [-20.7486 -70.1690   62.7434   50.5536   37.0841    6.1162 -112.17 -72.583    2.8434 -81.32   63.28    

5.6099] 

zz=z+mlp   [-14.3855  -56.3809   77.5315   61.3418   48.4695   20.4625  -95.3881  -63.2376    7.0907  -64.9645   81.6089   

22.0265] 

-14.3855 -56.3809   77.5315   61.3418 

48.4695   20.4625 -95.3881 -63.2376 

7.0907 -64.9645   81.6089   22.0265 

Sw-MSA ,  S=[20.4625 -95.3881 -63.2376 48.4695 -64.9645   81.6089   22.0265   7.0907 -56.3809   77.5315   61.3418   -

14.3855] zzz=zz+s,   zzz=[20.4625 -95.3881 -63.2376 48.4695 -64.9645   81.6089   22.0265   7.0907 -56.3809   77.5315   

61.3418   -14.3855] MLP, zmlp= zzz*W+b,  W= 

-0.4824   -0.1611   -0.3412    1.6937    1.2849   -0.7249    1.9352    0.7122   -1.0676   -0.5317    1.6723    1.2721 

1.6507   -0.6578   -0.6334   -0.3315    1.0007   -0.4653    0.2617    0.1356   -0.4535   -0.0473    0.8678    0.6678 

0.1589    0.7068    0.3947   -1.1501    1.0734   -0.3870    1.7792   -0.9469    0.4582   -1.0338    0.4381   -0.9108 

-1.1247    1.5403   -0.8184   -0.9907    1.8940   -0.6620    1.8927   -0.8469    1.0218    0.6037    0.8266   -1.0527 

-0.1111   -0.0219   -1.3617    0.3642    1.5344    0.8699   -0.6203    0.2923   -0.4591    0.2492    0.3895    0.4272 

0.4491    1.0548   -0.3021   -0.4203    0.1756   -0.1871   -1.1907   -2.1843   -0.0046    0.4415    0.9318   -0.6888 

2.1006   -0.6968    1.5992    0.9836   -0.4761    1.8515    0.8582   -1.1744    1.1859   -0.0269    1.2058   -1.1983 

0.0396    0.1593   -0.3923   -0.2758   -0.2797   -0.0061   -0.8151   -1.5658    0.2237   -0.7421   -1.0213   -0.2475 

0.5716   -0.1765    0.2208   -2.0855    0.7026    1.8663   -0.1572   -0.3279    0.0804   -0.0853   -0.1910   -0.8447 

1.2007    1.6303   -0.5937   -0.4395    1.2082   -2.4300   -0.5712    0.4852   -0.3311   -1.2841   -0.0272    0.8496 

0.5088    0.2940   -2.0504    0.7119   -0.2476    0.3618    0.1008    2.3648   -0.3846   -0.3386   -0.5551    2.3066 

-0.8698    0.7677    0.0004    1.0265    1.5127    0.2835    0.5964   -0.0041    1.0580    2.3072   -0.9942   -1.7010 

Zmlp=-36.8920  306.0381  -99.2044  165.1588 -125.9542 -284.6081  -87.7064  -12.5268   30.1080  -46.4483   22.7705  

136.2421 

Zend= Zmlp+zzz, =-36.892  306.038  -99.204  165.158 -125.954 -284.608  -87.7064  -12.5268   30.108  -46.4483   22.77  

136.2421 
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