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Abstract : In this article, we estimated the spectral envelope density function using the modified Daniell Kernel 

function for a non-stationarity time series, we solved the non-stationary problem by dividing the spectral envelope 

into a number of local spectral envelopes to reduce the effect of the trend, the time series used in the this article was 

the sequence of the nitrogenous bases of Escherichia coli bacteria's DNA. The problem of the article is dealing with 

categorical data in a non-stationary time series. 
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Introduction: We can analyze the DNA from a statistical standpoint, so in order to understand this article, we 

have to understand what statistics are The statistic is: "the discipline that concerns the collection, organization, 

analysis, interpretation, and presentation of data" as Cowden-Croxton defined it. Statistics branches out into many 

sciences such as regression analysis, stochasticity, mathematical statistics, etc. 

One of these sciences is called time series, which is a collection of observations generated sequentially through 

specific parameter, this parameter is most often time; for this reason, this science is called time series, but it is never 

required that it be always time, in some time series it is place instead of time. 

DNA is a number of nucleotides over a specific sequence, and this is similar to a time series, so time series analysis is 

the appropriate science for DNA analysis. 

Most time series data are numbers, and numbers are easy to deal with because time series analysis depends on 

equations and functions, but there are other types of data that are categorical, as in DNA whose data is of types 

nucleotides which is A, C, G & T, this requires replacing each category with a number, this is one of the problems in 

the article as we will see through the article. 

Time series can be analyzed within the time domain, but there is another method which is to analyze within the 

frequency domain. this is done in several ways such as spectral analysis or wavelet analysis, but in this article we will 

rely on the spectral envelope analysis method. 

The series must be stationary, and not to have a trend, otherwise time series analysis will be complicated, this is the 

main problem in the article. Therefore, there are methods that are used to get rid of the trend. the method adopted in 

this article is to divide the time series into local series to find local spectrum envelopes to reduce the effect of the 

trend. 

Stoffer in 1993 is considered the closest study to my research, in addition to Stoffer in 2002 and Jeong in (2012).  

THE ARTICLE PROBLEM 
the problems of this artical is dealing with non-stationary time series, because analyzing non-stationary time series is 

complex, we will explain it in the second chapter. Also dealing with categorical data in statistical analysis is one of the 

difficult dilemmas in statistical modeling, since statistical methods are designed mainly to deal with numbers. THE 

ARTICLE OBJECTIVE 

The article's goal is to analyze a categorical time series within the frequency domain, we will estimate the spectral 

envelope function, it is worth noting that estimating the spectral envelope function requires a weight function, the 

weight function that will be used in this article is modified Daniell, the efficiency is  measured by calculating the SNR 

which is mean Signal-to-Noise ratio. 

THE FOURIER TRANSFORM 
Some phenomena chang over time in a certain pattern, this called a periodic time series, and the fundamental change 

on time series can be seen in the pattern, but outside the pattern rang, it is a repetition of a pattern in that rang, any 

repeat in this time series called frequency which can be one of the domains in series analysis. 

Analyzing a time series based on frequency requires a periodic signal, this would be a problem if the signal being 

analyzed was non-periodic, so the Fourier transform is integration that makes make the signal  periodic. the Fourier 
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transform mechanism starts by assuming the aperiodic signal is a periodic signal, and the period time approaches 

infinity as following: 
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Where  ( ) Fourier transform,   the frequency,   the time,  ( ) the signal at   time. 

We can write the orthogonal trigonometric sine and cosine function as: 
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This equation are call Fourier series, we can find the Fourier coefficients    and    by : 
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Now we can write the above formula in split-complex formula as following: 
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and the Fourier coefficient    can be founded by: 
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By the equations (1) and (2) we get: 
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Now we defined a function f(t) as follow: 
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that mean    are periodic with p, so [11]: 
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The estimating of spectral density in equation (3) will not be consistent because of the autocorrelation 𝛿  be flexible 

the higher value of | | as the following: 
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The accuracy of the autocorrelation function is low because of the lack of observations, thus the effect of the tails of 

the autocorrelation function increases, so we have to truncate some values of 𝑁 which 𝑇 will be the point of truncate, 

since this truncation causes the neglect part of the information, so we need a weight function for weighting the value 

of the autocorrelation function [4]. 

Modify Daniell is one of these weight function, this rectangular spectral window smooths the model and reduces some 

of the variability that we saw in the sample spectrum, when we make the smoothing window wider we will reduce the 

variability even further and it will make the forecasting difficult, but otherwise we will make the bias bigger, and we 

can defined modify Daniell as following [8]: 
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THE SPECTRAL ENVELOPE 
It is a technique which depend on a frequency-based principal component applied to a multivariate time series, now 

when we suppose that   , t=0,±1,±2,… is a stationary categorical time series with finite state-space which is    
{           } values, then we suppose the numeric value    for any   . so α is a vector of the real values,  

α=(  ,  ,…,  )ˊ, and      (     )   , and h(  ) be stationary time series with the real value. 

Now we defined    as the flowing: 

                      {
                            

          
 

When    is a vector of k items, all its items are zero except  th row are one, and   are k×1 vector, all its items are zero, 

then we come collusion  (  )      , all so  (  )     

In our application the probability space are the alphabet of the DNA which is {A, C, G, T}, so we can design    as 

following [9]: 
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   (     )          𝑇 

So the goal is chose the best value to   so that maximize the power at each frequency ω as follow: 

𝜆( )      
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where 𝜆( ) is the power of the frequency,     (   ) is the spectral density and   ( )     { (  )}. 

Suppose the vector process    has a continuous spectral density denoted by    ( ) and for each   there are     

complex-valued Hermitian matrix, as we have  (  )       suggest     (   )        ( ) . now when    
  ( ) are 

the real part of    ( ) and    
  ( ) the imaginary part of    ( ), and as    

  ( ) is skew-symmetric, so    
  ( )ˊ  
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where   is the variance–covariance matrix of   , where   (          ) ,        , and           diagonal 

matrix,       {          }. by assumption             ; so the rank( )      with the null space of 

being spanned by    for any   (   ) full rank matrix   whose columns are linearly independent of   . And  ́   

is a (   )  (   ) positive symmetric matrix.    

When    ( ) is a consistent each           the largest root of    
  ( ) is distinct, then: 

{
  [�̂�(  )  𝜆(  )]

𝜆(  )
      [ ̂ (  )  (  )]        }   ( ) 

converges jointly in distribution to independent zero-mean, normal distribution as      

It can be noted that the value of    in the equation (4) depends on the type of the estimator. 

In this article the smoothed periodogram matrix 
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When we use the smoothed periodogram matrix with weight    then   
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 applying the following approximations, the peak search can be aided in estimating the smooth spectral envelope, 

using first order Taylor expansion, we have: 
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hence  [   �̂�( )]     𝜆( ) and var[   �̂�( )]    
   because   (   �̂�( )     𝜆( ))  is standard normal [10]. 

  
TIME SERIES STATIONARITY 

A nonstationary time series is one that has a trend, and the trend is any systematical change in the level of a time 

series, the presence of a trend within the series will cause us problems in time series analysis which is the inability to 

calculate the mean, variance and autocorrelations, therefore the trend must be eliminated or its impact reduced, the 

method of dividing a time series into a set of segments one of the methods followed, because the effect of the trend 

decreases with each segment. 

The algorithm that will be followed in the partitioning process is a Tree-Based Adaptive Segmentation, the series is 

divided by two segmentations which is the level one, then each segmentation are divided by two in level two till k-
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times in level k which is the deeper level, when T is the length of the entire series then length of each block are 𝑇   , 

we will denote the block  (   ),   is the  -th block in k level, and 𝑁  is the length of blocks in k level, then if  (   ) 

be between two adjacent blocks,  (      ) and   (        ) compute the estimates of the distances  (   ). 

Let's assume     a vector value of pricewise stationary process, {    }
   

   
 for 𝑇   , is given as: 

     ∑      (      )

 

   

 

where      are stationary processes with continuous     spectral matrices     ( ). And    [       )  [   ) is 

the interval, and  (      ) is an indicator which be                     , and   otherwise… 

now let rescale time in each block, so [9]: 

{           }  {               } 

and the number of observations in segment   is   , and ∑    𝑇 
   , this rescaling of time represents a simple time 

shift to the origin where           for        with                   ∑   
   
     

It can say that a categorical time series, {    }, on nonzero marginal  and a finite state-space is pieceunise stationary 

when the corresponding    point process, {    }, is piecewise stationary, to be sure that more observations 

considered within each stationary segment (or block) when it sampling the process     , it assumed that the lower 

bound,  , for the number of observations in each block,  , satisfies     as 𝑇   . 

It can define the local spectral envelope as follows when       is a piecewise stationary categorical time series. the 

local analogue of the optimality criterion: 

𝜆 ( )
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for           where    is the variance-covariance matrix of      and 𝜆 ( ) the local spectral envelope and the 

corresponding eigenvector   ( ) to be the local optimal scaling of block b and frequency  . 

now it can be show some asymptotic 𝑇    results for estimators of the local spectral envelope and the corresponding 

local scaling vectors. 

Next, let   which it's columns are linearly independent of   ,                        [       ́, and let  ̂  be the sample 

variance-covariance matrix obtained from the data in segment   {       𝑇    }, or equivalently,{       

          }, so: 
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This process effected by removing the k-th element from      so that it is now a (   )    vector, we denote in this 

case: 

 ̂ 
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It can see that  ̂  and  ̂   ( ) become the upper                                                          (   )  (   ) blocks of the 

previously defined  ̂  and  ̂   ( ) matrices respectively, in addition it can use the same convention for the population 

values   ̂ , and  ̂   ( ). 

In order to more clarification while maintaining generality it determined the buoyant cover of the local sample, �̂� ( ) 

to assimilate the largest eigenvalue of  ̂ 
  ( ) where: 

 ̂   ̂ 
    

 ̂    ̂ 
    

 

The local sample optimal scaling  ̂ ( ) defined by  ̂ ( )   ̂ 
    

 ̂ ( ), where  ̂ ( ) is the eigenvector of 

  ̂ 
  ( ) related with the root hat �̂� ( ) we fixed the scale corresponding to k-th at zero,  in addition, let  ̂ ( ) be 

normalized so  ́̂  ̂ ( )   , we saw that with the first nonzero entry of  ̂ ( ) considered positive. 

In order to let the application of a general theory to obtain asymptotic distributions for the estimates of the local 

spectral density     ( ) we assume in this section that      is fixed stationary for each of block b, and all local 

cumulant spectra of all orders be exist for each series     , the issu of assuming the existence of all local cumulant 

spectra is not concern only the categorical case because the elements of      can be only take two values: zero or one, 

instead of entering excessive notation. 

The local periodogram of the data  {       𝑇    } in black b is given by: 

  ( )    ( )  
 ( ) 

where 
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is the finite Fourier transform of the data {       𝑇    }. 

where [6]: 
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Although increasing the blocks reduces the effect of the trend, it causes complexity in the algorithm and calculations, 

so there is a way to reduce the number of blocks without increasing the effect of the trend which is to merge two 

adjacent blocks when they show similar behavior in the spectral envelope, and we'll use an algorithm Kullback-Leibler 

divergence to measure the amount of convergence in behavior between blocks, as follow: 

 ( ( )  ( ))  ∑ (   
 ( )

 ( )
)  ( )    

where p(x) and q(x) denote the probability density functions of random variable x [13]. 

Finally, we calculated the amount of its efficiency by calculating the SNR which is Signal-to-noise ratio where the 

higher the ratio, the lower the efficiency of the function, and vice versa. and the SNR is given as [5]: 

 𝑁       
  

 

  
 
  

 

THE SIMULATION 

In the simulation and calculation of results we will use R version 4.1.3. 

First we tested our algorithm before used it in a real data, we used the following equation to generate it: 
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where   ( ) and   ( ) are Gaussian white noise and with unit variance, we repeat the experiment 500 times to reach 

the stability in the results, we set the deepest level at K = 4 to get best segmentation of the data set simulated [10]. 

It can have obtained that the results as follows table; 

Table (1) 
1ϵ 1ϵ T=32 T=64 T=128 T=256 T=512 

 

0.1 

0.1 6924743.0 6943.24.7 69622207. 690224422 69206.262 

0.2 692600444 694246.24 696443474 690072344 69270.2.. 

0.3 692443436 6942664.0 6962.2472 690022720 692737224 

0.4 692426324 69437.224 696463274 6902046.4 6926224 

0.5 692667.44 694244273 6963.6242 6902....7 692027724 

 

0.2 

0.1 697424642 69262670. 49672344 4926.222 49762.2. 

0.2 690.77462 69270. 49604432 49247327 49732002 

0.3 69744247 692734202 49607442 4920402. 49776464 

0.4 69766343. 6927.6637 49663242 4926..00 4970746. 

0.5 690..2326 6920444.. 49666672 492064.2 49746404 

 

0.3 

0.1 49667423 4930.302 496.7426 3960060 39044306 

0.2 4962742 493.6.34 49066627 39600673 39000.4 

0.3 49666446 49320477 496.3.47 396.2427 3902204. 

0.4 49600226 49244032 49060743 3962.432 3906346. 

0.5 496442.0 49322364 496.6.72 39633624 39042474 

 

0.4 

0.1 49222063 49760727 39442423 3976363. 29646744 

0.2 494663.4 4973744 39434472 39764272 29474722 

0.3 49272424 490.7224 3940760 39766722 29644.03 

0.4 49462260 49760766 394620.2 3974.73 29637.23 

0.5 49227300 49022624 394472.4 39742022 2964.662 

 

0.5 

0.1 49702323 39447023 390633.3 2946..3 49203472 

0.2 4973623. 394.2446 3902.744 29426.27 4927364. 

0.3 492402.7 3947363. 390.46.0 29263023 4924..02 

0.4 49737.64 3944444 39020.22 29464734 49203666 

0.5 49742637 3942.627 390.442. 29436732 49403342 

This table shows the results of the SNR of the simulation 
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In the table (1), we calculated the SNR value when   ( )                      and   ( )                       
also at different lengths of the time series 𝑇, when 𝑇                    we noticed that the SNR value increases 

with the increase of the   ( ) value and the length of the chain, at the same time it is not affected by the   ( )value. 

ESCHERICHIA COLI DNA  
In this article, the application made to the DNA of Escherichia coli strain Iso00225 chromosome, this data has been 

collected from the website NCBI. 

It is one of the most important types of bacteria that commonly found in the intestines of mammals. it was discovered 

by German-Austrian pediatrician and biologist Theodor Escherich. 

In general, the effects of this bacterium are harmless and may even be beneficial, as it is an important source of 

vitamin K, However, there are many strains that may cause disease in mammals that are infected especially in humans 

like Urinary tract infection or internal bleeding, this will be the length of the string 𝑇      . 

 

 
Figure (1) Representing the first 1000 data in the form of a chart where the number 1 represents the nuclide A, the 

number 2 represents the nuclide C, the number 3 represents the nuccludite G, and the number 4 represents the 

nuccludite T 

 
Figure (2) The SNR amount is shown under the modify Daniell method 

Here we noticed a peak at frequencies               which coincide to the period of            this reference 

that the data shows an approximate nine sequence cycle. 

This peak indicates the possibility of a genetic mutation. where during a DNA test, it is stimulated to replicate and 

reproduce itself. When the DNA is doubled an incorrect association of the nitrogenous bases occurs in the DNA this 

may lead to the emergence of an unwanted genetic trait and this increases the virulence factors of bacteria or any other 

microscopic organism, it may lead to the emergence of a certain disease in humans or increase the microorganism’s 

immunity to drugs. 
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