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HIGHLIGHTS ABSTRACT

e Scene classification is an  essential
conception task used by robotics for
understanding the environment.

o The deep learning technique has been proved
as a great role in the challenging scene
understanding application.

e Using data augmentation to increase dataset
size

¢ Using K-means clustering as a preprocessor
for the input dataset

e The proposed hydride model is generated by
combined two of the deep, deep neural
networks as an xception and U-net models.

Scene classification is an essential conception task used by robotics for
understanding the environment. Like the street scene, the outdoor scene is
composed of images with depth that has a greater variety than iconic object
images. Image semantic segmentation is an important task for Autonomous
driving and Mobile robotics applications because it introduces enormous
information needed for safe navigation and complex reasoning. This paper
provides a model for semantic segmentation of outdoor sense to classify each
object in the scene. The proposed network model generates a hybrid model that
combines U-NET with Xception networks to work on 2.5 dimensions cityscape
dataset, which is used for 3D applications. This process contains two stages. The
first is the pre-processing operation on the RGB-D dataset (data Augmentation and
k- means cluster). The second stage designed the hybrid model, which achieves a
pixel accuracy is 0.7874. The output module is generated using a computer with
GPU memory NVIDIA GeForce RTX 2060 6G, programming with python 3.7.
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1. Introduction

The deep learning technique has been proved as a great role in the challenging scene understanding application. It uplifts
massive GPUs computing power for extracting features that combine with the input image semantics information. As a result,
the interest in scene understanding community with the Deep Learning method increases. Many models have been proposed to
classify outdoor scene tasks [1].

Semantic image segmentation is an important topic for understanding visual scenes. It is a classification for the multi-labeling
problem. It aims to determine for every pixel in an image a class label. The semantic segmentation mixed the primary tasks of
image segmentation and recognition of the object. This paper works on cityscape with depth dataset, which has many weakly
labeled images. The challenge with working with 3D or 2.5D datasets is that they are not many accurate and high-resolution
datasets in that field [2,3].

RGB-D image is equivalent to an RGB image and its matching depth image. A depth image is an image channel in which
every pixel is associated with a distance in the midst of the object and matches the image plane in the RGB image. 3D Data
represent in RGB-D representation using famous RGB-D sensors such as MICROSOFT KINECT. RGB-D describes three
dimensions objects as 2,5 dimensions information, include two dimensions color information (RGB) with depth map (D) [4].
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1)  Using data augmentation to increase dataset size

2)  Using K-means clustering as a preprocessor for the input dataset

3) Generate the hydride model by combining the U-Net and xception model.

4)  Taking from xception network, the depthwise Separable convolution operation is followed by pointwise
convolution.

5)  Using residual learning rule as in xception network.

2. Related work

This section presents an overview of the networks used in semantic segmentation using deep learning.

2.1 Ikshananet-1

This network is based on the IKshana theory, which proposed a model for outdoor semantic segmentation work on the
cityscape dataset. The IKshanaNet-1 architecture contains 3 blocks: glance module, projection module, and (1*1) convolution
neural network layer. This network achieved MIOU:53.35. This model was trained on 2975 training images and 500 validation
images[5].

2.2 SDC

This method (SDC) Semantic Divide and Conquer Network proposed to degrees monocular depth predication into that of a
single semantic segment. A Deep Neural Network focuses on the divide and conquers semantic technique. This network
subdivides the input scene into semantic segments for any instances object and background classes. Predicates shift and scale-
invariant depth map for each semantic segment in the canonical space. Semantic segments for the similar class participate with
the similar depth decoder for predication. The global depth is divided into a group of predications each category, which are easier
to train and easy to generalize new scene kinds [6].

2.2.1 LightSeg

This module is faster and more efficient because it uses a new version of the atrous spatial pyramid pooling module, short
and long residual connections, and depth-wise separable convolution. This network achieves an MIOU of 67.81% tested on the
cityscape dataset [7].

2.2.2 ESPNet

This network depends on (ESP) efficient spatial pyramid modules, which use two types of convolutions: spatial pyramid of
dilated convolutions and pointwise convolution. This network achieves MIOU: 60.3% tested on the cityscape dataset [8].

2.2.3 DSPNET

Propose an efficient approach for concurrent pixel semantic segmentation, depth estimation, and object detection by sharing
the CNN structure. The introduced network model (DSPNet) named Driving Scene Perception Network uses multi-task learning
and multi-level feature maps to improve single image input segmentation, object detection, and depth efficiency and accuracy.
This method works on the cityscape dataset [9].

2.2.4 CMoDE

CMoDE (Convoluted Mixture of Deep Experts) is a fusion technique proposed for semantic segmentation tasks that used a
multiple stream deep NN for features training from many complemented modalities. Deep Convolution Neural Network includes
3 components: experts who map spectra or modalities for the segment of the outputs, the CMoDE adjust weights class for one
feature of expert networks by using the trained probability distributions, and the fusion segment that further learns
complementary fused kernels [10].

2.2.5 ENet

ENet(Efficient neural network) used for outdoor semantic segmentation designed for mobile devices achieves
MIOQU:58.3tested on the cityscape dataset[11].

3. Methodology

Accurate semantic segmentation of outdoor scenes is important to increase the efficiency of scene understanding tasks. These
are complicated and need planning and perception to classify objects used by robotics for many applications like self—driving —
care and remote scene classification for military purposes. Semantic Segmentation provides information about the scene objects'
components, classified into 8 categories: construction, flat, sky, human, object, void, vehicle, and nature [3]. The proposed
algorithm for the proposed system contains many stages, as shown in the following diagram figure ( 1 ).
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Figure 1: block diagram of the proposed system

The proposed system contains two main operations:
3.1 Image pre-processing

3.1.1 Image data augmentation

Image data augmentation is a technique used to enhance the performance of a deep learning model by increasing the quality
and size of training data. It involves expanding the small dataset that generates different images to utilize the skill of big image
data that enhances the model to generalize for learning new images, including many operations rotate, flip, zoom, clip [12].

3.1.1.1 Rotation

This operation rotates the image clockwise or counterclockwise by a number of degrees between 0 and 360. However, the
effectiveness of rotation augmentation is hard to determine because it deepened on rotation parameters. For example, slight
rotation done between -1 to -20 or 1 and 20 can be used for digit recognition [13].

3.1.1.2 Flipping

The flipping operation for an image means reversing the rows or columns of pixels in the case of a vertical or horizontal flip,
respectively. Vertical axis flipping is less common than horizontal axis flipping; this operation is easy to implement [12].

3.1.2 K-Means clustering algorithm

it is an unsupervised clustering algorithm. This algorithm is used if having unlabeled data (data without any group or
categories). This algorithm is used to search for any similarity in the data to form groups represented (K). It is also used to
segment or partition the dataset into K-clusters or parts. The K-Means (K-centroids) can take any interesting area to segment the
object from the background. Due to the compression of the JPEG standard, there are more than only a few discrete colors in the
segmented image. K-Means is used to find the most important colors and identify similar colors [14].

3.2 The proposed hybrid networks

The proposed network provides 74 layers that are separated into two operations, the first step: encoder (contraction)
downsampling operation and the second operation: decoder (expansion) upsampling operation, which contain the following
operations: Convolution, separable Convolution, activation function, residual operation, and normalization. First, the image size
(256*256) is input to the convolution operation to generate the (128*128) image size in the contraction path. Then Batch
normalization, activation function RELU, separable convolution to downsample the image to (64*64) size, Relu activation
function, separable convolution to generate (32*32) image size. Finally, the expansion path contains Relu activation function,
convolution transpose operation to the reconstructed image by predicate pixels (64*64) image size, activation function RELU,
separable convulsion to generate (128*128) image size, Relu activation function, convolution transpose operation to the
reconstructed image by predicate pixels (256*256) image size.

3.2.1 Depth wise separable convolution [15]

Its name came from not dealing with just spatial dimensions but with depth dimensions (the numbers of channels). It is an
efficient operation to decrease the computation cost, and adjusting parameter numbers compared to traditional CNN reduces
overfitting. This operation can be done using two-step:
3.2.1.1 Depth-wise convolution

In this operation, the convolution operates on one channel at a time instead of multichannel. If you have an image with
channel numbers(C) filters/kernels size (Ak *Ak *1), So the resulting output will be equal (Ap *Ap* C).
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3.2.1.2 pointwise convolution

This operation uses (1*1) convolution operation on the C channels, the kernel/filter size (1*1*C). The resulting output is
equal (Ap*Ap*K) where K = filter numbers, Ap numbers of slides horizontally and vertically. The equation (1) defines the
complexity of depth-wise conv.

Depth wise separable complexities = C*Ap2 * (Ak2 +N) (D

3.2.1.3 Residual learning rule [16]

The deep neural network is very deep, which is training more difficult than another traditional neural network because the
deeper network appears to be a degradation problem when it begins to converge. In this network, the depth will increase, leading
to saturated accuracy and rapid degradation. However, this degradation does not happen to overfit because adding many layers
increases training errors. The solution for this problem introduced the residual learning rule as expressed in equation (2) and
appears in Figure (2). The x is the input vectors, y is the output vectors, and the function F (x, {wi}) acts as learned residual

mapping.
y =F(x{wi}) +x (2)

:'{ - b3

[ Weizght la¥ers
Fi»} relu

Wieight layers

: Fix)+x g relu

Figure 2: Block Diagram of Residual Learning Rule

3.2.2 Original U-Net

It is a fully connected network first introduced for segmented medical images. Its architecture contains contracting
(downsample) used for low localization high features resolution. The second part upsampling operation expands the path used
for propagating information of context to other high-resolution layers [17].

3.2.3 Xception network

Xception stands for “Extreme inception” the architecture of this convolution neural network is composed of a liner stacked
of residual connections with depthwise separable convolution neural network layers [18]

4. Experimental result

In this paper, the cityscape dataset is used for training and testing the patterns to determine the best classification algorithm.
Several operations will be conducted on this data, as illustrated in Figure (3). Firstly, the data will pre-process. Secondly, design
a hybrid network for semantic segmentation of the image cityscape dataset. Finally, measure the selected data using the MIOU
(Mean Intersection over Union).

4.1 Dataset

The cityscape dataset contains different urban street scenes collected from fifty cities at different times of the year, consisting
of 5000 images, 2975 training images, and five hundred validation images. The size of every image is 256*512 pixels. The
dataset contains the original image (input) at the left and the labeled image (segmentation mask with the dataset) at the right, as
shown in Figure (3. a) and Figure (3. b) [19].

4.2 Pre-processing

Data augmentation's first operation includes random rotation and flipping, as shown in figure (3. c); the second operation
means operation, as shown in figure (3.d).
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Figure 3: Cityscape Image Preprocessing

4.3 Comparison of U-net models

This work will compare with another 4 semantic segmentation networks works on the cityscape dataset as shown in table
(1). The measure of comparison is MIOU (Mean Intersection Over Union). MIOU is the evaluation measure for the proposed
system's predictive power. Its arithmetic mean is expressed in Equation 1. TP, FN, and FP are the false positive, false negative,
and true positive numbers in the confusion matrix. The n = numbers of classes [20] [21] computed for the test dataset, the [OU
can be defined in equation (3), the accuracy equation defined in Equation (5) [22] as follows:

I0U= (TP) / (TP + FP + FN) 3)
MIOU =1/n ¥r =1 IOU 4)
Accuracy (%) = (correct outputs/ total numbers of inputs) *100% (5

Table 1: comparison of proposed system results with 4 results semantic segmentation networks

methods MIOU (%)
IKshanaNet-1 [5] 53.35%
Lightseg [7] 65.17%
ESPNet [8] 60.3%
ENet [11] 58.3%
Ours 69.0%

The proposed system achieves an accuracy of 0.7874 computed as defined in Equation (5). MIOU computed as defined in
Equation (4) of all classes (no background, naive mean):0.69, MIOU of all classes (with background, naive mean):0.064, MIOU
of all non-absent classes (dropping background):0.065 and consuming time: 130878.43589234352 seconds, the output result is
shown in figure (4) the left image is predicated image the output of the proposed model, the right side is the true labeled image
(segmentation mask) (ground truth) within the cityscape dataset.

T

{a) Predicated imagel (b) True Imagel {c) Predicated imageX (d) TrueImagel

(e} Predicated image2 (f) True Image2 (g) Predicated imaged4 (i)} True Image 4

Figure 4: the output result images
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5. Conclusion

This paper introduces semantic segmentation for outdoor city scenes; semantic image segmentation is an important task for
Autonomous driving and Mobile robotics applications. This work uses two primary steps: pre-processing and semantic
segmentation. The preprocessor operations include data augmentations for increments size of the dataset and k-means clustering
to provide efficient color clustering. The semantic segmentation network is generated by a hybrid of two networks composed of
U-NET and Xception. After comparing the semantic segmentation networks in the recent methods IKshanaNet-1, Lights,
ESPNet, and ENet, our research achieves 69% MIOU, with an accuracy of 78% for the cityscape dataset. The difficulty with this
module is fewer high-resolution 2.5D data sets that affect the accuracy of classification with deep learning.
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