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Abstract

Anew approach presented in this studyto determine the optimal edge detection threshold value.
This approach is base on extracting small homogenous blocks from unequal mean targets. Then,
from these blocks we generate small image with known edges (edges representthelines between the
contactedblocks). So, thesesimulated edges can beas sumed as true edges . The true simulated ed ges,

compared with the detected edges in the small generated image is done by using different
thresholdingvalues. The comparisonbased on computing mean square errors between the simulated

edge image and the produced edge image from edge detector methods. The mean square emror
computed forthe total edge image (Er), foredge regions (El), and for non-edge regions (Er2). From
these measures (Er, Erl, &Fr2), we can estimate best threshold value, at low edge errors detection
(i.e. best (th) at low Er, Erl,&Er2).
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Introduction

In many image interpretations analysis, boundaries ofobjectsare of special concern. Where, the
size or the shape of the outline of the object generally can be use to discern the object or detect
abnormalities. For this purpose, large number of ed ge detection strategies, have been devise to locate
the edges inthe image by using localimage properties. Themostconventional methods thatone is base
on the image gradient. These methods workwell wheneverobjectboundaries have high contrast. The
gradient of the two dimension function I(xy) is a vector given by (1)

e=""51 7 [1]

where i, andj are theunit vectors along thexand y directions respectively. The orientation of the edge
is useful forsome applications but it is not always required. Clearly, an edge must match with places
|7l is a localmaxima alongthe direction it points. The detected local maxina points are so many, that
they hardly containanyusefulinformation. The obvious cause of the problem is that when we do the
edgedetection, we nust ignore the small and insignificant changes in the image intensity value. The
proper terminology for this is thresholding. Effectively, algorithmcan be built that would make the

computerignore any local maximumvalue that less than a certain threshold value. But, how can we
find this threshold value. This is another topic ofresearch. An algorthmwe give to the computer cando

it automatically. A lternatively, it can done manually, after we look at the values of the local maxima or
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evenmore grossly, by trialand error, untilwe reach visually a good view. But, the determination of
threshold, is not unique, and not optimal.(2-5)

The aim of this studyis to determinethe optimal threshold based on quantitative testing.
Where the quantitative testgive a robust rule to reach optimal threshold value.

Edge Image Simulation

The edges between differentimage targets canbe located precisely. The edgesresulted from any
edgedetection method wouldnotcorrectly match with thetrue image edges. Wherethe resulted edges
are not always thin edges (i.e. edge thickness of more than one pixel) in some locations, and is
connected edges in another location.In addition, sone false edges may be ntroduced. But in order to
determine the error betweentrue edges and detecteded ges, we don'thave the image of true edges. So,
the error must be estimated visually. Visual measure without robustness i use in approximation the
amount of error in resulted edges. Consequently, we cannot evaluate the best threshold value.

In this paper, we suggest a newtechnique to simulate ed ges. This is done by extract s quare blocks
from different homogeneous image regions of different means. Then these blocks are collected to
produce small image that contains different blocks (of same sizes). So, the locations of the edges
between theblocks are known. Hence, we can assumne that these edges represent the true edges. An
example ofthis simulated image and its trueedges is shownin Fig.(2a, and b), and the diagram of the
suggested method is explain in Fig.(1).

Then,in orderto testtheed gedetection efficiency forthe adopted ed ge detector, we would apply
this detector to detect the edge in the simulated small image. A fter that, we determine the edges by
using threshold value (th). The resulted ed ges don'talways represent the trueed ges. Hence, we can use
the following equations to evaluate the amount of error between trueed ges and theedges resulted from

edge detector:
1 K M
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where, TE (x,y), and RE (xy) are the true edge image and resulted edge image respectively
(NxM) represents the size of simulated image, EP is the total number of true edge points in the
simulated image, and HP is the total number of homogenous points in the simulated image.

Accordingly, thequantitative values (Er, Erl, and Er2) represent the mean square error, for total
image plane, the error for only edgepoints, and for homogeneous (non-edge) points only. So, we can
determiner an amount of ed ge errorthat would be produced fromusing theadopteded ge detector. Akso,
it could be evaluated when the erroris largein edge points ornon-edge points. Hence we can be adjust
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the (th) value to reduce the whole errors (Er, Frl, and F2). See Fig.(3) which explain the relation
between th-value and the errors (E, Erl, and Er2).

After finding the optimal threshold for the small-simulated image, we can apply the edge detection
method in order to find the edge in the original (large) image.

Results and Conclusions

The adopted images (Laylal, and Lena) in this study are shown in Fig. (5). These images of size
(256 x 256) pixels are presented by 8bit/pixel. From each image we can extract different homogenous
blocks fromun-equalmean. The generated small image contains simulated edges. The smmall images
and their simulated edge images are shown in Fig. (4).

To obtain the optimalthreshold valuein orderto determine image edge for each edge detector,
we performed the edge detector methods ((Sobel, Prewit, Kirsch,and Robert Gradient)) (2,3,6), and
used different threshold values (th). The resulted edge images compute the errors (Er, B, &FEr2).

The results oferror values (Er, Erl, &FEr2), differ with varying ed ge detectorsat (tho) values. This
tabulated in table (1) & (2).

We plot the relation between th-values and Fr-values, as in Fig. (3). From these figures we can
shown that the low th-values would produce thick edges,and high Er2 in homogenous regions (i.e.
produces false ed ges), and low Erl in edge regions (i.e. produces connected edges). The net error Er for
homogenous and edge regions are high. When theth-value increases, the Er2 decreases, the Erl slowly
increases, and Er decreases. These decreases in errors (Er) reach minimumvalue with the threshold
optimal (tho). After, this the threshold values (tho), and the errors Er2 are highly decreased. Flis
increased and Eris increased. So, wecan evaluate the best threshold (tho) to determine image edges, for
both small-simulated image and large (original) image. Therefore we can use the estimated (tho) in
order to determine the edges in the whole image.

The optimal threshold (tho) is notfixed for alladopted detectors. The result of using estimated
(tho)values for the images is shownin Fig. (3). Hence, we can notedthat thebest threshold (tho) with
low (Er) introduces a very good edge image visually. This would give us a very good agreement
between thesuggested quantitative measure and subjective edge image quality. Also, we canshow that
the decrease in th-value would produce higherrors in detecting homogenous regions and low errors in
detecting edge regions. Then, high th-valueswould producehigh errors in detecting edge regions (i.e.
estimating true edges), and highly detected homogenous regions (i.e. low errors in homogenous
regions).
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Fig. (1) block diagram of suggested algorithm to determine optimal threshold

From applying the procedure steps which areshown in Fig. (1) for the image by using different
threshold values (th). And in order todetermine M SE for each case we can estimate optimal threshold
value (tho) that would give least MSE value.
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