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1. INTRODUCTION 

Optimization algorithms concern with finding the optimal 

solution to a problem. These algorithms are widely used in 

various fields, including engineering, economics, finance, 

and computer science [1]. There are many Optimization 

algorithms such as Gradient Descent which is used to find the 

minimum of a function by iteratively adjusting the parameters 

in the direction of steepest descent[2]. In many cases, finding 

the optimal solution is almost impossible because it is 

computationally infeasible or too time-consuming, so the role 

of optimization algorithms in that case is to find approximate 

solutions to complex optimization problems. This class of 

optimization algorithms called metaheuristic optimization 

algorithms and most of them draw inspiration from nature.[3] 

Today, These algorithms are widely used in different fields 

because their simplicity, adaptability, and avoidance of local 

optimums [3], [4]. Genetic Algorithm, is one of metaheuristic 

algorithms which is inspired by biological evolution and use 

a population of candidate solutions to find the optimal 

solution to a problem[5]. Swarm Optimization algorithms are 

a class of optimization algorithms that are inspired by the 

behavior of social animals, such as bees, ants, birds, and fish. 

These algorithms use the collective behavior of a group of 

individuals to find the optimal solution to a problem. There 

are many examples of these types of algorithms such as 

particle swarm optimization, which is inspired by the 

behavior of swarms of particles and uses their collective 

behavior to find the optimal solution to a problem. Ant 

Colony Optimization (ACO) is an algorithm that is inspired 

by the behavior of ants when they search for food. In ACO, 

artificial ants deposit pheromones to mark the path that leads 

to the optimal solution to a problem[6]. Artificial Bee Colony 

(ABC) is a swarm optimization algorithm that is inspired by 

the behavior of honey bees. In ABC, the population of bees 

collaborates to find the optimal solution to a problem[7]. 

Cuckoo Search (CS) is another example of Swarm algorithms 

which is inspired by the behavior of cuckoo birds. In CS, the 

cuckoo birds lay their eggs in the nests of other birds, and the 

search process is based on the competition between the 

cuckoo birds [8 .]  

Every optimization algorithm has a weaknesses[9], 

prompting scholars to develop hybrid algorithms that 

combine multiple algorithm to enhance performance and 

overcome these drawbacks[10]. The motivation behind 

algorithm hybridization stems from the desire to harness the 

complementary strengths of different optimization methods, 

with the expectation that cooperation among these methods 

will lead to improvements [11], [12]. For example, in 2007, 

Shelokar et al. introduced the particle swarm ant colony 
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optimization (PSACO) by merging Particle Swarm 

Optimization (PSO) and Ant Colony Optimization (ACO)[9]. 

Another hybrid algorithm emerged when Hoseini and 

Shayesteh combined Genetic Algorithm (GA), Ant Colony 

Optimization (ACO), and Simulated Annealing (SA)[13]. 

GAAPI represents a hybrid algorithm that combines a 

specialized Colony Optimization (API) with the Genetic 

Algorithm based on the work of  [14 .]  

Mirjalili, Mirjalili, and Lewis (2014) introduced a novel 

algorithm inspired by Grey Wolves named Grey Wolves 

Optimizer (GWO) [15]. In spite of the GWO algorithm has 

demonstrated its efficiency various fields such as medicine, 

engineering, and machine learning [16]–[18], it has a 

drawback, which is that it may fall into local minima [19], 

[20]. To overcome the drawback of GWO, the proposed 

algorithm hybridizes it with another metaheuristic algorithm 

that is the coot algorithm . 

The remainder of the paper is structured as follows: Section 

2 provides a brief overview of the COOT algorithm, while 

Section 3 outlines the fundamental principles of GWO. 

Section 4 describes the proposed algorithm, and in Section 5 

present the results alongside the employed benchmark 

functions. Section 6 encompasses the discussion and 

conclusion.

2. COOT ALGORITHM 

Coots are little birds that belong to the rail family. These birds 

exhibit a variety of behaviors and motions. The coot 

algorithm simulates the movements of flocks of these birds 

on the surface of the water [21]. These movements consists 

of three movements which are  

1. Random movement or a disordered movement to the 

sides.  

2. Chain movement where each bird follows the one before 

it. 

3. Changing the position in accordance with the group 

leaders. 

4. Leading the group by the leaders towards the optimal 

area. 

The algorithm starts by generating random individuals using 

(1) to constitute the population. 

CootPos(i)= rand(1,d).*(ub- lb)+lb (1) 

Where CootPos(i) refers to the coot position,  d is the 

dimensions of the problem, lb is the lower bound, and ub is 

the upper bound of the search space. 

After the population is formed, each individual in it follows 

one of the movements mentioned. These four movements are 

represented through mathematical equations, which will be 

outlined in the following. 

2.1 Random movement 

In this movement, a random position within the search space 

is generated using (2). Once we have a random position, it 

will be the target for the coot movement.   

𝑄 =  𝑟𝑎𝑛𝑑(1, 𝑑).∗ (𝑢𝑏 + 𝑙𝑏) + 𝑙𝑏   (2) 

This coot movement investigates different areas of the search 

space. This movement will enable the algorithm to avoid 

getting stuck in a local optimal. The new position of the coot 

will be calculating as the following (equation 3) 

𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖) =  𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖) + 𝐴 ×  𝑅2 ×  (𝑄 −

𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖))              (3) 

Where R2 is a random number in the interval [0, 1] and  A is 

calculated by  (4). 

𝐴 =  1 −  𝐿 × ( 1 𝐼𝑡𝑒𝑟)   (4) 

Where Iter is the number of iterations and L is the number of 

the current iteration. 

2.2 Chain Movement 

In a sequential movement, each bird follows the one before 

it. To implement this movement, the average distance 

between the two coots is calculated as shown in (5). 

𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖) =  0.5 ×  (𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖 −  1) + 𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖))

 (5) 

Where CootPos(i) and CootPos(i- 1) are the positions of  two 

successive coots. 

2.3 Adjusting the position based on the group leaders 

In this movement, the leader must be determined for each 

coot, and this is done by (6). 

𝐾 =  1 + (𝑖𝑀𝑂𝐷𝑁𝐿)       (6) 

Where K represents the leader’s index, i is the index of the 

coot and NL the number of leaders. 

After defining the leader for each coot, the coot position is 

updated with (7). 

𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖) =  𝐿𝑒𝑎𝑑𝑒𝑟𝑃𝑜𝑠(𝑘) + 2 ×  𝑅1 ×  𝑐𝑜𝑠(2𝑅𝜋) ×

 (𝐿𝑒𝑎𝑑𝑒𝑟𝑃𝑜𝑠(𝑘) −  𝐶𝑜𝑜𝑡𝑃𝑜𝑠(𝑖)) (7) 

Where LeaderPos(k) is the position of the leader, R1 is a 

random number between [0,1] while R  a random numbers 

from -1 to 1. 

Leading the group by the leaders towards the optimal 

area (leader movement) 
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Leaders in the group update their positions according to the 

global optimum position to lead the swarm toward it.

  (8)  

R3 and R4 are random numbers in the interval [0, 1], R is a 

random number in the interval [ 1, 1], and B is calculated in 

accordance with . In coot algorithm, the coot follows one of 

three movements, and one of these movements is chosen by 

generating a random number, as well as for leaders, as the 

leaders approach the global optimum or move away 

according to a random number. The following figure describe 

the coot algorithm (Fig 1). 

 
Fig. 1. .Coot algorithm diagram 

3. GREY WOLF OPTIMIZER (GWO) 

The Grey Wolf Optimization (GWO) algorithm is inspired by 

the social hierarchy and hunting behavior of grey wolves, 

where the alpha wolf is the leader of the pack and makes 

decisions related to hunting and other pack activities [15]. 

The GWO algorithm is a population-based metaheuristic 

optimization algorithm that mimics the hunting behavior of 

grey wolves in finding the optimal solution to a given 

problem. In this algorithm, the position of each wolf in the 

pack represents a potential solution to the optimization 

problem, and the hunting behavior of the pack is simulated 

through the search for the optimal solution. The alpha wolf 

plays a crucial role in guiding the search process. It does not 

have to be the strongest in the pack, but it must be the most 

capable of managing. All pack members must follow the 

alpha wolf's instructions. 

The social hierarchy of grey wolves, the alpha wolf is assisted 

by beta wolves, which are subordinate to the alpha but have 

a higher rank than the other wolves in the pack. Beta wolves 

help the alpha wolf in making decisions related to the pack's 

activities, such as hunting, and they also help in maintaining 

the social order of the pack. The beta wolf follows the orders 

of the alpha wolf. The rest of the pack members follow the 

orders of both the alpha and beta wolves, and the beta wolf is 

considered a potential future alpha wolf and may replace the 

alpha wolf when it is no longer capable of leading the pack . 

The third layer is occupied by the delta wolf (δ), which 

follows the commands of the alpha and beta wolves and also 

leads the rest of the pack. The delta wolf is responsible for 

tasks such as hunting, scouting, and taking care of weaker or 

injured wolves. The rest of the pack members outside the 

alpha, beta, and delta wolves follow the commands of the 

delta wolf . 
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At the base of the hierarchy are the omega wolves (ω), which 

are the lowest-ranking members of the pack and are 

dominated by the alpha, beta, and delta wolves. The omega 

wolves often receive the least amount of food . 

In the third layer of the pack hierarchy is the delta wolf (δ), 

which follows the alpha and beta commands, but the wolves 

outside of these types follow delta wolf. The tasks of delta 

wolves include hunting, scouting, and taking care of weaker 

wolves. At the base of the hierarchy are the omega wolves 

(ω), which are dominated by the other three types. Figure 1 

shows the social hierarchy of the grey wolf pack . 

The social hierarchy and hunting strategy of the grey wolf 

pack have been mathematically simulated and modeled in the 

GWO algorithm to guide the optimization process. In the 

GWO algorithm, the alpha wolf represents the best solution 

found so far, while the beta and delta wolves represent the 

second and third-best solutions, respectively. The other 

solutions in the population are modified to approach the three 

best solutions represented by the alpha, beta, and delta 

wolves. 

The hunting technique of grey wolves typically involves three 

phases: encircling, harassing, and capturing the prey. In the 

first phase, the wolves work together to encircle the prey, 

cutting off its escape routes and forcing it to stay within a 

smaller area. This phase is modeled mathematically in the 

following equations : 

𝐴 = 2 𝑎⃗⃗⃗ ⃗.  𝑟⃗⃗ 1⃗  −   𝑎⃗⃗⃗ ⃗         (12) 

𝐶 = 2.  𝑟⃗⃗ 2⃗ (13 

Where t is the current iteration. X represents the position of 

the wolf and Xp represents the position of the prey. A and C 

are the coefficients and they can be calculated by the 

following equations : 

A ⃗=2( a) ⃗.( r) ⃗_1  - ( a)  ⃗    (12 )  

C ⃗=2.( r) ⃗_2      (13 )  

( a) ⃗  values decrease from 2 to 0 over the iterations.  ( r) ⃗_1  

and ( r) ⃗_2  are random in range  (0,1 .)  

To find the best position according to the prey position, the 

wolves’ positions are changed by modifying A and C. 

During the second phase, the wolves begin to harass the prey, 

making it more vulnerable and weakening its defenses. This 

phase often involves chasing and nipping at the prey, trying 

to wear it down and separate it from the herd if it is a herd 

animal. 

The second phase after encircling is the hunting phase. The 

dominant wolf (α) directs the hunt. Beta and delta wolves 

occasionally take part. The best solution is considered as 

alpha by the GWO algorithm, while the next two best 

solutions are beta and delta. These three positions are saved 

by the algorithm, which then modifies the other individuals' 

positions according to them. These steps in the hunting 

process are modeled as follows : 

�⃗�1 = �⃗�𝛼 − 𝐴1. �⃗⃗⃗�𝛼         (14) 

�⃗�2 = �⃗�𝛽 − 𝐴2. �⃗⃗⃗�𝛽         (15) 

�⃗�3 = �⃗�𝛿 − 𝐴3. �⃗⃗⃗�𝛿           (16) 

�⃗�𝑡+1 =
�⃗⃗�1+�⃗⃗�2+�⃗⃗�3

3
            (17) 

Where X ⃗_(t+1) is a new position and it is the mean value of 

three values which are calculated depending on α, δ, and ω   . 

The last phase in hunting is attacking prey. This phase is 

modeled mathematically by decreasing the value of ( a) ⃗ 

from 2 to 0. 

4. THE PROPOSED ALGORITHM 

The proposed algorithm is a combination of GWO and COOT 

algorithms. The algorithm starts with GWO steps and gives 

initial values for a, A, and C. Then the algorithm moves to the 

COOT part, where it begins with generating a random 

population and determines the number of leaders. The steps 

of coot algorithm continue until the specified number of 

iterations ends. After the coot algorithm ends, it returns the 

final value of the global optimum to the GWO algorithm 

where this value will be the prey for it. The proposed 

algorithm steps are: 

1. Initialize a, A and C randomly. 

2. Determine the prey position by COOT 

algorithm. 

2.1 Initialize  the first population position 

randomly by (1) and (2) and P. 

2.2 Initialize Number of Leaders (NL) , 

Ncoot=Npop-NL. 

2.3 Select Leaders Randomly.  

2.4 Calculate fitness. 

2.5 Find gBest. 

2.6 Calculate A, B by (5) and (9) 

2.7 Generate a random number (rand), 

2.8  if rand <P 

2.9 Generate R, R1, R3 as random vector 

2.10  Else 

2.11  Generate R, R1, R3 as random number 

2.12  Calculate K by (7) and generate rand. 

2.13  If rand>0.5 

2.14  Update coot position by (8) 

2.15  Else  

2.16  if the index of coot (i) =1 

2.17  Update coot position by (6) 

2.18  Else 
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2.19  Update coot position by (4) 

2.20  Check Boundaries and fix them  

2.21  Calculate coot(i) Fitness 

2.22  If the fitness of coot <fitness of its 

leader switch them. 

2.23  For Number of leaders 

2.24  Generate rand 

2.25  If rand<0.5 Update position of 

Leader(j) by (9.1) 

2.26  Else Update position of Leader(j) by 

(9.2) 

2.27  Check Boundaries and fix them  

2.28  Calculate fitness of leader 

2.29  If the fitness of leader <fitness of gbest 

switch them 

2.30  Return the final value of global 

optimum(gbest) to GWO algorithm and 

stop. 

3. Determine Xα, Xβ and Xδ 

4. While T<No. of iterations 

5. Select new a, A and C randomly 

6. Update each individual position 

7. Update Xα, Xβ and Xδ 

8. Return the final Xα, Xβ and Xδ and stop. 

 As mentioned earlier, GWO may converge to a local 

minimum. Therefore, in the proposed algorithm, the coot 

algorithm has been integrated with it to enhance exploration. 

In this approach, the population in the coot algorithm is 

divided into subgroups that explore promising areas within 

the search space, thereby increasing exploration. Fig.2 shows 

the algorithm steps. 

 
Fig. 2 The proposed algorithm diagram 

5. RESULTS 

The proposed algorithm was tested by using ten minimization multimodal functions. The chosen functions have various scales 

to evaluate the algorithm performance and its efficiency with different scales. The used benchmark functions are represented in 

table (1) and the figure bellow shows their plots (fig 3). 
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Fig. 3 Benchmark functions plots 

Table 1 Benchmark functions 

Function Formula d Range 

Rosenbrock 

function 
𝐹1(𝑥) = ∑ [100(𝑥𝑖+1 − 𝑥𝑖

2)
2

+ (1 − 𝑥𝑖)2]

𝑑−1

𝑖=1

 2 [-100,100] 

Rastrigin 

function 
𝐹2(𝑥) = 10𝑑 + ∑[𝑥𝑖

2 − 𝐴 cos(2𝜋𝑥𝑖)]

𝑑

𝑖=1

 2 [-5.12,5.12] 

Goldstein- 

Price function 

𝐹3(𝑥, 𝑦) = [1 + (𝑥 + 𝑦 + 1)2(19 − 14𝑥 + 3𝑥2 − 14𝑦 + 6𝑥𝑦 + 3𝑦2)]× 

[30+(2𝑥 − 3𝑦)2(18 − 32𝑥 + 12𝑥2 + 48𝑦 − 36𝑥𝑦 + 27𝑦2) ] 
2 [-2,2] 

Griewank 

function 
𝐹4(𝑥) = ∑

𝑥𝑖
2

4000
− ∏ cos (

𝑥𝑖

√𝑖
) + 1

𝑑

𝑖=1

𝑑

𝑖=1
 2 [-600, 600] 

Beale 

function 
𝑓5(𝑥, 𝑦) = (1.5 − 𝑥 + 𝑥𝑦)2 + (2.25 − 𝑥 + 𝑥𝑦2)2 + (2.625 − 𝑥 − 𝑥𝑦3)2 2 [-4.5,4.5] 

Eggholder 

function 
𝐹6(𝑥, 𝑦) = −(𝑦 + 47) sin √|

𝑥

2
+ (𝑦 + 47)| − 𝑥 sin √|𝑥 − (𝑦 + 47)| 

 

2 
[-512,512] 

Schwefel 

function 
𝐹7(𝑥) = 418.982887272433𝑑 − ∑ 𝑥𝑖 sin √|𝑥𝑖|

𝑑

𝑖=1

 2 [-500,500] 

Sum Squares 

function 
𝐹8(𝑥) = ∑ 𝑖𝑥𝑖

2

𝑑

𝑖=1

 2 [-10,10] 
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Styblinski-

Tang function 
𝐹9(𝑥) =

1

2
∑(𝑥𝑖

4 − 16𝑥1
2 + 5𝑥𝑖)

𝑑

𝑖=1

 2 [-100,100] 

Booth 

function 
𝐹10(𝑥, 𝑦) = (𝑥 + 2𝑦 − 7)2 + (2𝑥 + 𝑦 − 5)2 2 [-10,10] 

The new algorithm, along with three other algorithms (GWO, Cuckoo Search, and Shuffled Frog Leaping Algorithm - SFLA), 

was executed 20 times for each function to assess and compare their performance. Table 2 displays the obtained results. 

Table 2 The results of the algorithms 

Functions CS SFLA GWO The Proposed Algorithm 

F1 0.014 0.002 4.8×10-4 3*10-4 

F2 1.605 1.106 0.007 7*10-4 

F3 3.005 3.125 3.039 3.001 

F4 0.025 0.131 0.048 3.369×10-5 

F5 0.007 0.002 0.001 0.0007 

F6 -704.330 -948.909 -926.361 -932.163 

F7 1.480 0.002 0.093 0.012 

F8 1.368×10-8 9.010×10-5 5.539×10-10 6.31×10-11 

F9 -76.332 -76.163 -71.522 -75.328 

F10 0.26 0.001 0.006 4×10-4 

The algorithm outperformed other algorithms by delivering 

better and more consist results. The other algorithms 

sometimes produced large results. For instance, when 

retesting the third function (F3), the Grey Wolf Optimizer 

(GWO) yielded significantly large results in four out of the 

twenty retest. This indicates that the hybridization was 

successful and improved the results . 

6. CONCLUSION 

To assess the effectiveness of the proposed hybrid algorithm, 

which integrates GWO and the COOT algorithm, its 

performance was evaluated across ten different test functions. 

Its performance was compared with the performance of the 

conventional GWO, to evaluate the benefits of the 

hybridization . 

The results indicated that the combination of these two 

algorithms led to enhance the performance across the 

majority of benchmark functions. For example, its 

performance in the Griewank function (F4) was the best, with 

a result of 3.369×10-5, surpassing GWO, which result 0.048, 

and significantly outperforming the Cuckoo Search and Frog 

Leaping algorithms, which their results 0.025 and 0.025, 

respectively. The same holds true for functions F1, F2, F3 and 

F5 as well. 

The Frog Leaping algorithm performed better in functions F6, 

F7 and F9, while CS algorithm was better in F9 only . 

As the results indicate, the combination of GWO and coot 

algorithms has succeeded in delivering better results in most 

of the test functions. Additionally, the algorithm's 

performance across 20 test runs was consistently close, with 

results that do not deviate significantly from the optimal 

solution . 

The aut☒hors now working on using the proposed hyper-

heuristic is a heuristic search method that seeks to automate, 

often by the incorporation of machine learning techniques, 

the process of selecting, combining, generating or adapting 

several transforms (like Wavelet, Multiwavelet, Walidlet and 

Hybrid) to efficiently solve novel feature search problems. 

One of the motivations for studying hyper-heuristics is to 

build new OFDM systems which can handle classes of 

problems rather than solving just one problem in data 

communication [22-33]. 
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