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The purpose of this paper is to introduce interesting modified 
Chebyshev orthogonal polynomial. Then, their new operational matrices 
of derivative and integration or modified Chebyshev polynomials of the 
first kind are introduced with explicit formulas. A direct computational 
method for solving a special class of optimal control problem, named, 
the quadratic optimal control problem is proposed using the obtained 
operational matrices. More precisely, this method is based on a state 
parameterization scheme, which gives an accurate approximation of the 
exact solution by utilizing a small number of unknown coefficients with 
the aid of modified Chebyshev polynomials. In addition, the constraint is 
reduced to some algebraic equations and the original optimal control 
problem reduces to optimization technique, which can be solved easily, 
and the approximate value of the performance index is calculated. 
Moreover, special attention is presented to discuss the convergence 
analysis and an upper bound of the error for the presented approximate 
solution is derived. Finally, some important illustrative examples of 
obtained results are shown and proved that powerful method in a 
simple way to get an optimal control of the considered. 
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Introduction:  
Direct method is one of the techniques for solving the optimal control problems by 

reducing the dynamic optimal control problem into on optimization problem (nonlinear 

programming problem [1-4]. They are working by either discretization or parameterization 

the state variables, the control variables or both the state and control variables [5-9]. The 

most logical way to solve optimal control problems is numerical solution because analytical 

solutions are not always available. The study of numerical methods had been presented by 

many researchers of mathematical sciences using different computational methods and 

efficient algorithms to solve optimal control problems [10-12]. Orthogonal functions and 

polynomials series and used in dealing with various numerical algorithm for solving optimal 

control problem. Examples are the utilize of Boubaker polynomials [13-16], the Chebyshev 

polynomials [17], shifted modified Chebyshev polynomials [18], variation problem [19] and 

continuous optimal control problem [20].  In this work, new operation matrix of derivative for 

modified Chebyshev polynomial is considered for solving quadratic optimal control problem. 
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The outline of this paper is organized as follow: Section two concerns the preliminaries of 

modified Chebyshev polynomials. Section three presents a new modified Chebyshev 

operational matrix of derivative as well as some other important properties. Section four 

discusses the convergence analysis of modified Chebyshev functions. Last section illustrates 

how the new introduced properties for modified Chebyshev can be utilized to convert the 

optimal control problem into nonlinear programming technique. The efficiency and accuracy 

of the proposed algorithm is shown by solving two examples. 

 

Modified Chebyshev Polynomials: 

Let       denote the     modified Chebyshev polynomials  

                    (
 

 
)                                                                                                                             (1) 

where    (t)  is  nth  chebyshev polynomials of the first kind satisfying the identity  

                                                                                                                                                          (2) 

According to Eq. 1, we have  

                           

and  

                                  , n                                                                                                   (3) 

From Eq.3 the following explicit formula of modified Chebyshev polynomials can be 

obtained        ∑     
 

 
   

 

   
(   

 
)    

The coefficients of power x for modified Chebyshev polynomials until degree 7 is given in 

table 1 which can be obtained from Eq. 4 

            Table 1: The coefficients of power t for modified Chebyshev polynomials        

                               

0 2         
1 0 1        
2 -2 0 1       
3   0 3- 0 1      
4 2 0 -4 0 1     
5 0 5 0 -5 0 1    
6 -2 0 9 0 -6 0 1   
7 0 7 0 14 0 -7 0 1  

 

The entries in table 1 can be calculated as  

               {
                                                        

                                                                      
 

 

Some New Properties of Modified Chebyshev Polynomials 

Modified Chebyshev Operational Matrix of Derivative  
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The objective of this subsection is to state and prove new analytical formula expressing 

explicit the first derivative of the modified first kind Chebyshev polynomials in terms of their 

modified first kind Chebyshev polynomials themselves. 

 

Theorem 1: 

For all       

  ̇        {

∑                                                 
   

      
 

 
         ∑                      

   
       

 

where          

where n is the order of modified Chebyshev polynomials        

Proof: 

Let us denote  

                                                 ∑        
 
                                      (4) 

Consider the recurrence relation given in Eq. 3 

                       ,           

where           and        

After  differentiating  the  recurrence  relation,  one can   obtain   

          ̇           ̇             ̇                                                      

This can be rewritten as:  

         ̇             ̇                ̇                                                                                           (5) 

The polynomials    ̇  (t) and   ̇    (t) can be expressed as  

          ̇      ∑            
   
                                                                                                           (6) 

          ̇        ∑           
   
                                                                                                                        (7)  

 

Substituting Eqns. 6 and 7  into  Eq. 5 yields  

          ̇           ∑                   ∑           
   
   

   
     

On the other words 

 ̇                                                                  

                                

                                                                                             

Using the product property                             

        ̇                                                              
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Collecting the coefficients of similar modified Chebyshev polynomials, one can get  

 ̇                                                

                                           

or  

           ̇                  ∑           
   
                                                (8) 

Note that  ̇     =0 and  ̇     =  
 

 
        

Applying Eq. 8 recursively, the following matrix can be obtained  

               

[
 
 
 
 
 
 
 

    

                
 

 
               

                
 

 
               

                
                        
 

 
              

     

]
 
 
 
 
 
 
 

                                                                                                                    (9)        

For odd     and the last row becomes                        for even    

Results in Eq. 9 can be  written  in the  compact  from  

 ̇         

 ̇                  

 ̇                    

 ̇                       

 ̇                       

where  

             in Eq. 9 

From 8 and   9, one can get the following result  

        ̇      ∑   
   
   

     

 for even   

and 

        ̇     
 

 
    ∑   

   
   

       

, for even   

This is the result we want to prove. 

If a function      can be approximated by a modified  Chebyshev series of length   as 

follows  

              ∑        
 
                                                                                                                                   (10) 

Then the derivative of      with respect to   is given by  

         ̇     ∑   
   
                                                                                                                                       (11) 

where           
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Initial Values  

                =  { 

                                                                       

                                         
 

 
          

                                        
 

 
          

 

and  

                {
                                                         

                                     
 

 
         

  

Integration Formula 

For even         

         ∫        
 

   
        

 

   
        

For odd   n   

         ∫         {

 

   
        

 

   
        

 

 
 

 

     
                   

   

 
    

 

   
        

 

   
        

 

 
 

 

     
                    

   

 
   

 

where 

          ∫                   ∫        
 

 
            

Convergence Analysis  and Error  Estimate  

Theorem 2: 

          |  |        ∑      
*
 

 
+

   
 

 

   
  (   

 
) 

where µ is a constant that |    |                                                                                                            (12) 

Proof  

The approximate function of      by using modified Chebyshev  polynomials is as follows  

       ∑       
 
                                                                                                                                          (13) 

where     =  〈           〉 = ∫             
 

  
                                                                                           (14)  

Since every continuous function on the closed interval is a bounded function, thus there is a 

constant     such that|    |       {    }                                                                                           (15) 
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Then, one can conclude that 

         |  |     ∫ |      |
 

  
      

                 ∫ ∑       

   
(   

 
)|     |  

   
   

 

  
 

                 ∫ ∑       

   
(   

 
)  
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(   

 
)  

   
   

 

  
  

Therefore, 

           ∫ |     |   ∑         
   

 

   
(   
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            |  |   ∑         
   

 

   
(   

 
). 

Assume that   be a continuous function and            approximate function of   by using 

modified Chebyshev  polynomial  then the error  bound would be obtained as follows  

           ‖ ‖   ‖    ‖    ∑     
              

where   

               ∑         
   

 

   
(   

 
) . 

 

New Technique for Solving Optimal Control Problem 

Consider the linear quadratic optimal control  problem  

          ∫     
 

  
                                                                                                                                    (16) 

Subject to the linear system of state equation  

          ̇                                                                                                                                           (17) 

                                                                                                                                                               (18) 

where x     ,       ,        the two real valued matrices A and    are        and         

respectively while   is       positive  semi  definite matrix,          0  and  R is positive 

definite  matrix          0 

The idea of the approximate methods using modified Chebyshev polynomials as basis 

function to approximate the state variables can be summarized as follows:    

Approximate the state variables by a finite length polynomial series  

                ∑    
 
                      

where    
  are the unknown parameters. The control variables      ,               are 

determined from the system state equation as a function of the unknown parameters of the 

state variables. 

Note that, two cases can be distinguished when applying the state vector parameterization 

Case 1: If the number of the states and the control variables are equal, 

Case 2: If the number of the state variables is greater than the number of control variable. 
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The following two test examples will illustrate the two cases respectively. 

First test example: 

Minimize        
 

 
∫  

 

  
                                                                                                                 (19) 

Subject to  

           ̇    
 

 
                                                                                                                                               (20) 

                                                                                                                                                                (21)  

This example contains state variable       and control variable     . Here      is 

approximated by modified Chebyshev polynomial of unknown parameters, and then the 

control variable can be obtained using Eq. 20, yields  

               ∑   
 
                                                                                                                          (22) 

                                                                                                                               (23) 

The initial condition in Eq. 21 is replaced by equation constraint as follows: 

          ∑   
 
                

Which represents the equality constraint. By substituting      and       into Eq. 19, an 

expression of    can be found.  

             
 

 
∫                      

 

  
 

Now, the quadratic optimal control problem is converted into parameters optimization 

problem, which is quadratic in the unknown parameters, and the new problem can be stated 

as: 

         Min     
 

 
       

subject to                

              = 0                    

The matrix H can be defined by finding Hessian of     

           
    

        
                 and                

Finally, from the standard quadratic programming method                    , the 

optimal value of the vector can be obtained as 

                                          and             

The optimal values of    is shown in table. 2 versus the orders of modified Chebyshev 

series with        . The graph of optimal value   using different orders of modified 

Chebyshev is illustrated in Fig. 1. 
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                                            Table 2: The optimal values of    for Example 1 

  The optimal Value Absolute error  |           | 

2 0.7618 0.0002 
3 0.7616 0.0000 
4 0.7616 0.0000 

 

 

Fig. 1: The optimal values of     for Example 1 versus the orders of modified Chebyshev series. 

Second test example: 

Consider the following quadratic optimal control problem 

         Minimize   
 

 
∫    

       
           

 

  
                                                                                   (24) 

subject to  

         ̇                                                                                                                                                   (25) 

         ̇                                                                                                                                      (26) 

                                                                                                                                             (27) 

This example contains two state variables       ,       and one control variable     . In 

this case, there is no need to approximate the two state variables; one of the two state 

variables is approximate which will enable us to find the other state variable. The quadratic 

optimal control problem in the second test example is reduced to a quadratic programming 

problem with fewer unknown parameters then the initial conditions in Eq. 27 are replaced by 

equation constraint. The state variable, which are not satisfied yet are added to the initial 

conditions to represent equality constraints. Here       is approximated by modified 

Chebyshev polynomials of unknown parameters, then       can be obtained from Eq. 25 and 

     can be obtained from Eq. 26. By substituting      ,   (t) and      into Eq. 24,  an 

expression of   can be found. 
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The optimal values of    is shown in Table 3 versus the orders of modified Chebyshev 

series with        . The graph of optimal value   using different orders of modified 

Chebyshev is illustrated in  Fig. 2. 

                                              Table 3: The optimal values of    for Example 2 

  The optimal Value Absolute error  |           | 

4 0.091738 -0.022377 
5 0.075952 -0.006591 
6 0.0696972 -0.000336 

 

 

 
Fig. 2: The optimal values of     for Example 2 versus the orders of modified Chebyshev series 

 

Conclusions 

In this paper, we concerned with quadratic optimal control problems associated with 

finite time of minimizing a running cost or performance index subject to linear control 

dynamics. An approximate method for solving quadratic optimal control problem has been 

demonstrated. This is based on combining the obtained important operational matrices with 

state parameterization using modified Chebyshev polynomials to convert the original 

quadratic optimal control problem into a nonlinear programming problem. The effectiveness 

of the suggested method is demonstrated by solving some numerical examples. One of the 

advantages of the presented algorithm is using a computational technique with fast 

convergence.  

 

References 

1. Skandari, M. H. N., Habibli, M., & Nazemi, A. (2020). A direct method based on the 

Clenshaw-Curtis formula for fractional optimal control problems. Mathematical Control & 

Related Fields, 10(1), 171. 

2. Liu, D., Liu, L., & Lu, Y. (2019). LQ-Optimal Control of Boundary Control Systems. Iranian 

Journal of Science and Technology, Transactions of Electrical Engineering, 1-10. 



77 
 

3. Kmet, T., & Kmetova, M. (2019). Bézier curve parametrisation and echo state network 

methods for solving optimal control problems of SIR model. Biosystems, 186, 104029.‏ 
4. Soradi-Zeid, S. (2020). Efficient radial basis functions approaches for solving a class of 

fractional optimal control problems. Computational and Applied Mathematics, 39(1), 20. 

5. Shingin, H. (2018). A Parametrization of Controllers Quadratically Stabilizing Single-Input 

Discrete-Time Systems under Bounded Disturbances. IFAC-PapersOnLine, 51(25), 305-

309. 

6. Wang, C., Hu, X., Fu, X., & Liu, L. (2016). Bijective spherical parametrization with low 

distortion. Computers & Graphics, 58, 161-171. 

7. Gornov, A. Y., Tyatyushkin, A. I., & Finkelstein, E. A. (2016). Numerical methods for solving 

terminal optimal control problems. Computational Mathematics and Mathematical Physics, 

56(2), 221-234. 

8. Rabiei, K., & Parand, K. (2020). Collocation method to solve inequality-constrained 

optimal control problems of arbitrary order. Engineering with Computers, 36(1), 115-125. 

9. Deshpande S. A., Agashe S. D. (2011). Application of a parameterization method to 

problem of optimal control. Journal of the Franklin Institute, 348(9), 2390-2405. 

10. Gornov, A. Y., Tyatyushkin, A. I., & Finkelstein, E. A. (2016). Numerical methods for solving 

terminal optimal control problems. Computational Mathematics and Mathematical Physics, 

56(2), 221-234. 

11. Kaya Y. C., Maurer H. (2014). A numerical method for nonconvex multi-objective optimal 

control problems. Computational Optimization and Applications. 57(3), 685–702. 

12. Dehghan, R. (2018). A numerical method based on Cardan polynomials for solving 

optimal control problems. Afrika Matematika, 29(5-6), 677-687. 

13. Rabiei, K., Ordokhani, Y., & Babolian, E. (2017). The Boubaker polynomials and their 

application to solve fractional optimal control problems. Nonlinear Dynamics, 88(2), 

1013-1026. 

14. Rabiei, K., & Ordokhani, Y. (2018). Boubaker hybrid functions and their application to 

solve fractional optimal control and fractional variational problems. Applications of 

Mathematics, 63(5), 541-567. 

15. Rabiei, K., Ordokhani, Y., & Babolian, E. (2018). Fractional-order Boubaker functions and 

their applications in solving delay fractional optimal control problems. Journal of 

Vibration and Control, 24(15), 3370-3383. 

16. Singha, N., & Nahak, C. (2018). A numerical method for solving a class of fractional optimal 

control problems using Boubaker polynomial expansion scheme. Filomat, 32(13), 4485-

4502. 

17. Heydari, M. H. (2018). A new direct method based on the Chebyshev cardinal functions for 

variable-order fractional optimal control problems. Journal of the Franklin Institute, 

355(12), 4970-4995. 

18. Salih, A. A. & SHIHAB, S. (2020). Shifted modified Chebyshev direct method for solving 

quadratic optimal control problem. Samarra Journal of Pure and Applied Science, 2(1), 67-

75. 

19. Shihab S., Sarhan M. A. (2014). New Operational Matrices of Shifted Fourth Chebyshev 

wavelets. Elixir International Journal-Applied Mathematics, 69(1), 23239-23244. 

20. Delphi, M., & SHIHAB, S. (2019). Operational Matrix Basic Spline Wavelets of Derivative 

for linear Optimal Control Problem. Electronics Science Technology and Application, 6(2), 

18-24. 



78 
 

Samarra J. Pure Appl. Sci., 2020; 2 (2): 68-78                                                                                       Anam A. & Suha SH. 

 
Samarra Journal of Pure and Applied Science 

 www.sjpas.com  
 

ISSN:2663-7405 

هتعذد الحذود الوطىرة  تقرية هصفىفاث العولياث الجذيذة للتحكن الأهثل الوعتوذة على

 للشيبيشيف
 

  شهاب* نجية سهى، نعام علىاى صالحأ
 alrawy1978@yahoo.com)انجايعت انخكنىنىجٍت )انخطبٍمٍت،  هىوعلسى ان

         انبحث يسخم ين سسانت ياجسخٍش انباحث الاول                                                                  

 هعلىهاث البحث:  الخلاصت:

انبحث هى حمذٌى يخعذداث حذود شٍبشٍف انًخعايذة انًثٍشة  انغشض ين هزا

حى حمذٌى يصفىفاث انعًهٍاث انجذٌذة نهًشخماث وانخكايلاث نلاهخًاو. بعذ رنك، 

نًخعذدة انحذود شٍبٍشٍف ين اننىع الاول انًعذنت يع صٍغ صشٌحت. حى الخشاح 

يسأنت  طشٌمت عذدٌت يباششة نحم نىع خاص ين يشكهت انسٍطشة انًثهى حسًى

انسٍطشة انًثهى انخشبٍعٍت باسخخذاو يصفىفت انعًهٍاث انخً حى انحصىل عهٍها. 

يعهًاث انحانت، وانزي ٌعطً حمشٌبا بخعبٍش أدق، حعخًذ هزه انطشٌمت عهى يخطط 

ا نهحم انذلٍك ين خلال اسخخذاو عذد لهٍم ين انًعايلاث غٍش انًعشوفت دلٍم

هى رنك، حى اخخزال انمٍذ إنى علاوة ع. بًساعذة يخعذدة انحذود شٍبٍشف انًعذنت

انًشكهت الأصهٍت نهسٍطشة انًثهى انى اسهىب  جبعط انًعادلاث انجبشٌت وحمهه

الايثهٍت وانخً ًٌكن حهها بسهىنت وٌخى حساب انمًٍت انخمشٌبٍت نًؤشش الأداء. 

علاوة عهى رنك، حى حمذٌى اهخًاو خاص نًنالشت ححهٍم انخماسب وانحذ الأعهى 

، حى عشض بعط الأيثهت انخىظٍحٍت انًهًت ا  أخٍش نهحم انخمشٌبً انًمذو.نهخطأ 

نهنخائج انخً حى انحصىل عهٍها وإثباث أنها طشٌمت لىٌت بطشٌمت بسٍطت نهحصىل 

 عهى انسٍطشة انًثهى انًعخبشة.       
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