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A B S T R A C T 
Automatic Speech Recognition (ASR) as an interesting field of speech processing, 

is nowadays utilized in real applications which are implemented using various 
techniques. Amongst them, the artificial neural network is the most popular one. 
Increasing the performance and making these systems robust to noise are among the 
current challenges. This paper addresses the development of an ASR system for the 
Central Kurdish language (CKB) using a transfer learning of Deep Neural Networks 
(DNN). The combination of Mel-Frequency Cepstral Coefficients (MFCCs) for 
extracting features of speech signals, Long Short-Term Memory (LSTM) with 
Connectionist Temporal Classification (CTC) output layer is used to create an 
Acoustic Model (AM) on the AsoSoft CKB speech dataset.  Also, we have used the 
N-gram language model on the collected large text dataset which includes about 300 
million tokens. The text corpus is also used to extract a dynamic lexicon model that 
contains over 2.5 million CKB words. The obtained results show that the use of a 
DNN improves the results compared to classical statistics modules. The proposed 
method achieves a 0.22%-word error rate by combining transfer learning and 
language model adaptation. This result is superior to the best-reported result for the 
CKB. 

            

1. Introduction:  
Speech is a more common and primary approach to 
communication between humans. This communication 
between humans and machines was referee to by way 
of the human-computer boundary. The method of 
translating a voice signal into a sequence of words 
using a technique such as a computer program is known 
as Automatic Speech Recognition (ASR). The ASR 
field aims to build processes and systems for using 
speech to communicate with machines [1]. In addition 
to ASR, there are various applications for speech 
processing such as text-to-speech [28], detection of 
speech signals [2], speaker recognition and detection of 
speaker identity [3], speech emotion recognition [4], 
health recognition, and patient’s health status [5], 
language recognition, spoken language knowledge [6], 
accent and dialect recognition, and gender recognition 
[7]. Nowadays, automatic speech processing has also 
developed into the newest and fastest system between 
human-machine interfaces [1].  
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ASR was an important study subject for many years 
and aims to enable realistic human-machine interaction. 
Just before the turn of the century, Hidden Markov 
Models (HMMs), Gaussian Mixture Models (GMMs), 
Mel-Frequency Cepstral Coefficients (MFCCs) and 
derivatives, N-gram Language Models (LMs), 
discriminative training, and a few adaptation strategies 
were primarily created throughout the process [8]. 

 Over the past ten years, the topic of Deep 
Learning (DL) or Deep Neural Networks (DNN) has 
gained popularity as a fresh Machine Learning (ML) 
area [9]. DL consists of many ML algorithms that feed 
input data as many-layered models. Typically, these 
systems were neural networks with several levels of 
non-linear processes. ML algorithms try to derive basic 
features and knowledge of DNN to learn from them 
[10]. Especially reviewing speech signal processing, we 
found that these techniques overcome the classical 
techniques of HMM and GMM to process speech 
signals [2].  

Implementing an ASR system in real-time 
environments is difficult, especially for languages with 
low resources, background noise, and poor sound 
quality in the speech signal. Although ASR systems are 
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been developed for many languages such as English 
[15], Japanese [18], Russian [26], Turkish [19], Persian 
[20], and Arabic [21], however, the Kurdish language is 
not among them. Kurdish, as an Indo-European 
language, is categorized into three main branches, i.e., 
Central Kurdish (CKB, i.e., Sorani), North Kurdish 
(Kirmanji), and South Kurdish, and is spoken by more 
than 30 million people. In addition to the mentioned 
general challenges, another problem is that there is no 
standard spelling of words in CKB, which is one of the 
obstacles in the field of Natural Language Processing 
(NLP) in this language. As well, Kurdish is one of these 
languages with low resources. Limited studies are been 
conducted on Kurdish ASR before, but on a small scale, 
such as recognition digit [11], isolated spoken word 
recognition [12], or Kurdish spoken letter recognition 
[13]. Only one study on developing a large vocabulary 
speech recognition system for the Kurdish language 
was done by the AsoSoft team which 43 hours of 
Kurdish corpus have crated [14]. 

 In this study, to overcome the mentioned 
challenges and improve the quality of the acoustic 
model, the Long-Term Short-Term Memory (LSTM) 
technique is applied to the CKB. In addition, we are 
taken advantage of N-gram language modeling for the 
output layer part of the network to enhance word 
accuracy performance. Also, adapting our model to new 
words and recognizing them by using a dynamic 
lexicon model which automatically extracts and collects 
a text corpus. Our lexicon model is over 2.5 million 
CKB words. We also used the language model to 
standardize the Kurdish spelling, extracting the largest 
spelling frequency of words in the text corpus and then 
converting the various spellings of the words in the text 
corpus to the most common spelling type. Therefore, 
the main contributions of this work are: 

-Apply an end-to-end DNN to improve the 
performance Acoustic Model (AM) in real-time and 
different speaker environments. 

-Collecting a large-scale text corpus for training 
the language model and extracting a large vocabulary 
lexicon.  

-Utilize dynamic lexicon which consists of more 
than 2.5 million CKB words. 

The structure of this paper is as follows: In 
Section 2, the related works with speech recognition 
technology are described. The proposed method and the 
architecture of the applied model for the CKB language 
ASR system are explained in Section 3. In Section 4, 

the result and discussion are shown. This paper is 
concluded in the final section. 

 
2. RELATED WORK 

This section reviews recent related works using 
DL techniques for ASR.  

In [15], Recurrent Neural Networks (RNN) and 
LSTM techniques are implemented for a state-of-the-art 
ASR system; also, Wall Street Journal, Switchboard, 
and Fisher datasets are used to create the training 
model. The authors utilized Deep Speech [9] and 
achieved a 6.56% of Word Error Rate (WER) for clean 
speech, 19.06% of WER for noisy, and 11.85% for 
combined clean and noisy speech. In [16] convolutional 
neural network (CNN) used to train the ASR model, the 
authors achieved a frame error rate of 22.1%, which is 
quite near to the state-of-the-art. The encoded phone 
sequence has a 29.4% error rate. Another research 
implemented the general approach, including RNN and 
CTC, and used Noisy Dev Database as the trained 
dataset. The findings support and demonstrate the use 
of end-to-end DL techniques in speech recognition in 
various situations [9]. Moreover, [17] proposed a DL 
speech processing and recognition technique. The 
authors utilized general approaches such as CNN and 
Artificial Neural Network (ANN) and the trained 
dataset obtained in Google's dataset. Even though only 
a few hours of transcribed data were available, the 
model's accuracy was 66.22%. 

 For the first time, Farsdat Persian audio dataset 
was utilized to develop an AM using a combination of 
Deep Belief Network (DBN) for feature extraction in 
voice signals and "Deep Bidirectional Long Short-Term 
Memory (DBLSTM)" with a CTC SoftMax output-
layer. Compared to the Kaldi-DNN and HMM, the 
findings show that employing DBLSTM with features 
derived from the DBN improves Persian phoneme 
identification accuracy [20]. This study investigates the 
advanced "end-to-end" DL technique for robust Arabic 
diacritical construction of ASR. For this purpose, each 
CTC, LSTM, MFCC, and CNN was used to train the 
model. SASSC dataset was used for train and testing. 
As a result, the WER with traditional oppressions 
decreased by 5.24% and 2.62% [20].  

The Jira ASR system is introduced as the first 
"large vocabulary speech recognition system (LVSR)" 
for the CKB language. Several conventional methods 
are employed to create the acoustic model, including 
HMM-based models and SGMM approaches. 
Regarding speech corpus, the researchers formulated a 
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phrase collection di-phone ratio that closely reflects the 
CKB. 576 people spoke the intended word for a total of 
43.68 hours in both a controlled environment using a 
noise-free microphone (aka AsoSoft Speech-Office) 
and a social network setting using a mobile phone (aka 
AsoSoft Speech-Crowdsourcing). The SGMM acoustic 
model achieves the most significant results, with an 
average word mistake rate of 13.9 % (on various 
document themes) and 4.9 % for the overall subject 
[14].  

The summary related literature is presented in 
Table 1. This table shows that in the last year, most 
languages are used end-to-end deep learning 
techniques, including RNN, LSTM for acoustic model 
training and CTC for the output layer, and MFCC for 
feature extraction. The accuracy and speed of the 
models are improved significantly compared to older 
techniques. As a result, this review showed that deep 
learning techniques are very suitable for CKB 
according to the results obtained for other languages. 
  

Table 1: Summary of review on deep learning techniques 
for speech recognition. 
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3. PROPOSED METHOD 

As shown in Figure 1, a typical ASR system has 
three models, i.e., AM, LM, and lexical model, which 
are prepared during the training/development phase. In 
addition to the model estimation methods, these 
systems use two main components, i.e., signal-
processing and feature-extraction, and hypothesis 
search (decoder). The audio signal is sent into the signal 
processing and feature extraction component, which 
improves speech by eliminating noises and channel 
distortions, translates the signal from time to frequency 
domain, and generates prominent feature vectors 
appropriate for the following acoustic models. The 
acoustic model combines acoustics and phonetics 
information, uses the features extracted by the feature 
extraction component as input, and provides an AM-
score for the variable-length feature sequence. In the 
final step, the output obtained from the AM model is 
quality enhanced by LM and CTC in the decode section 
of the network. The components are explained in detail 
in the following sections. 
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3.1 Corpus and Lexicon 

As shown in Figure 1, to build an ASR system, 
we are to use two corpora: a speech corpus for training 
the AM and a text corpus to create an LM and a 
lexicon. We used the AsoSoft speech dataset [14] to 
train the AM of the Kurdish speech recognition system. 
The train speech corpus has a duration of 43.68 hours. 
Table 2 provides a general overview of the training 
dataset. The ASR system converts phonemes from the 
acoustic model into character chains, which are 
recognized as independent words. Converting the 
character chains into words requires a lexicon model 
that automatically extracts and collects a text corpus. 
Our model lexicon is over 2.5 million CKB words. The 
following is a more detailed description of these 
subsets. We also collected large text data from 
textbooks, websites, newspapers, journals, and 
magazines to train the language model. The total text 
corpus is 300 million tokens, making it the largest text 
corpus in CKB for training NLP models. 
 

Table 2: AsoSoft Speech Corpus (train set) (Veisi et al., 
2021) 

 
Number. 

of 
Speakers 

Number. 
of 

Utterances 

Durations 
(Hr) 

Speech in 
Office Room 60.0 31,075 31.520 

Crowdsourcing 
Speech signal 516.0 11,519 12.160 

Total 576.0 42,594 43.6800 
 
3.2 Extracting Features using MFCC 

The feature extraction stage determines the 
collection of phrase features that are an acoustic 
relationship with speech signals, and acoustic 
waveform processing was used to create these 
parameters. These qualities are often referred to as 
features. The primary goal of a feature extractor is to 
maintain useful data while discarding irrelevant data 
[21]. A block diagram of the MFCC architecture is 

presented in Figure 2. Table 3 also shows the 
configuration parameters for the application in the 
speech corpus.  
 

Table 3. MFCC parameters 
Parameter Value 
Frame size 256 samples 

Frame overlap 128 samples 
Pre-emphasis coefficient (α) -0.95 

Number of triangular band-pass 
filters 20 

Number of MFCC coefficients 13 with energy 
 

 
Figure 2. MFCC from the audio recording signals [22]. 

 
3.3 Acoustic Modelling 

This method represents the association between 
text and its sound recognitions by a succession of 
stochastic generative acoustic models. For each word or 
sub-word unit, the functionality of an automated speech 
recognition system may be characterized as the 
extraction of several speech characteristics from the 
acoustic speech signal [18]. One of the most common 
techniques today is the RNN technique, which in recent 
years has completely replaced the older statistical 
techniques such as HMM-GMM. This great advance in 
the use of RNN is since it solves the problems of ASR 
very well, in real-time and in various noisy 
environments. It also provides great support for 
languages with limited resources by making technical 
recommendations for transfer learning and finetuning. 
In this work, we used LSTM, a type of RNN recently 
very popular in ASR, which improves the performance 
of the model as described in detail in Section 4. 

Model Architecture DeepSpeech[9] is a 
bidirectional end-to-end LSTM deep learning created 
exclusively for ASR. It has six layers, then fully 
connected, LSTM, and a SoftMax layer. An input layer 
including Mel Spectrograms as the initial input layer. 
The first three layers were fully connected through a 
ReLU activation function, while the four layers are 
made up of an LSTM unit; before the five layers are 
fully connected again, ReLU is an activation function. 
The final layer, a fully connected layer with a SoftMax 
activation function with normalizing, outputs 
probability for every letter inside the language's letter. 
A CTC loss function is also calculated using the letter 
probability [42]. In terms of the CTC loss, the 
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parameters of a model were optimized to use the Adam 
approach. A general Structure of the training in LSTM 
is shown in Figure 3. 

 

 
Figure 3. The LSTM (Deepspeech2) Structure [9] 
 

3.4 Connectionist Temporal Classification 
(CTC)  

One of the drawbacks of employing DL in ASR 
is that each frame of the incoming signal is labeled 
independently by the neural network. This means the 
network flags each frame individually rather than 
supplying the phonetic sequencing based on the input 
signal. As a result, to acquire the phoneme sequence 
corresponding to an audio signal, post-processing 
algorithms should be utilized to extract a phonetic 
sequence matching input data from every frame's 
outputs. The standard output layer of a neural network 
can be replaced with a CTC layer as one solution to the 
crisis [23]. In CTC, examples of data elements are 
shown in Figure 4. Only the output-layer neurons' delta 
computations alter in the CTC approach, and the 
network structure might be bidirectional, unidirectional, 
deep, or profound. In temporal classification tasks, 
RNNs' CTC output layer is employed. In other words, 
this approach is used to identify the sequence in which 
the mappings between both the source & output 
sequences are unclear. As a consequence, no further 
processing is necessary to get the label sequences from 
the neural network outputs using this approach. Instead 
of identifying each frame, the network generates a 
phoneme sequence for the entire signal. Forward-
backward and decoding are two separate algorithms 
that make up the CTC algorithm. 

 

 
Figure 4. Row data of CTC Structure 

 
3.5 Language Model 

The language model, which limits the decoder's 
search space in an ASR system, is yet another useful 
source of data for detecting ending words. the n-gram 
language model is one of the most widely used tools in 
language processing. The n-gram is a popular technique 
because the model is based on counting the probability 
of observing each possible bi-gram. This is an efficient 
way to make use of the data, especially when you do 
not have a lot of text to train from. N-gram models can 
easily beat neural network models on small datasets. 
CKB is one of the languages with few textual data 
sources; on this basis, we used this technique. 

 We examine two types of language models: a 3-
gram model and a 4-gram model, both of which are 
trained on a 300 million token corpus. A text corpus of 
300 million tokens dataset was mostly acquired from 
books, periodicals, newspapers, and internet websites. 
Text normalization is an essential step in improving the 
quality of language models, and it's even more critical 
in the case of Kurdish because the authors and 
publishers use various encoding systems and 
orthographic rules. This paper discusses the challenges 
and some solutions for text normalization [30].  
 
3. 6  Implementation Environment and 
Hyper‑Parameters 

In this section, we discuss training for the 
language model and acoustic model. 

For the exercises, all models used a Linux 
machine with an Intel I9 9900K @ 2.10GHz CPU, 500 
GB SSD memory, and an RTX 3080 10GB Gainward 
Ghost GPU with 10 GB memory. 

First, we used a 300 million token text corpus to 
train the language model using N-gram statistical 
technique. For CKB, we ran several tests with different 
parameters to acquire the best results; in the beginning, 
we trained the amount of top_k=500000 words at 
96.3040% of all words, we also used the 4-gram, and 
we used max_arpa_memory=85%. As a result, our 
dynamically obtained model lexicon consisted of 
500,000 words that covered 96% of the words in our 
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text corpus. Our lexicon was as follows: Your most 
common word " ھشاب " occurred 12059567 times, the least 
common word in your top-k is " نایکھقشھم " with one 
time, the first word with two occurrences is 
" یژۆلۆکیاساراپ ."The second evaluation was the amount 
of top_k=2500000 words at 99.6090% of all words; we 
also used the 3-gram and max_arpa_memory=85%. As 
a result, our dynamically obtained model lexicon 
consisted of 2500000 words that covered 99.6% of the 
words in our text corpus in the text file has 299207607 
words in total it has 3939212 unique words. 

 As a result, the total time it took for both models 
to train the ARPA file, building lm, binary, vocabulary, 
and KenLM-scorer file was one hour. Also, the 
performance of the second model was much better than 
the first model. Furthermore, we used the AsoSoft 
speech corpus to train and test the acoustic model 
consisting of 43 hrs. of data. First, we divided the 
corpus into training, validation, and testing, 75% for 
training, 15 % for testing, and 10 % for validation. The 
total number of sentences for the train set is 30,281, 
which is 35 hours of data, the number of validations set 
sentences is 765, which is 3 hours, and the test set is 
4,934 sentences, which is 5 hours for the train acoustic 
model. Here we focus on training our best model; for 
the train acoustic model, we used the LSTM technique 
and created many other trains with different parameters, 
including n_hidden= 2048-layer width to use when 
initializing layers, learning_rate= 0.00001 Adam 
optimizer learning rate, drop rate = 0.40 drop rate for 
presentation layers, UTF-8 mode enabled for CKB 
language. The network output UTF-8 sequences 
alphabets directly rather than alphabet mapping to 
phonemes. The model allows an early stopping 
mechanism for the dataset validation. We also used 10 
and 100 epochs to train the network, and each epoch 
required 40m for a total of 66h of training time. Also, 
we use transfer learning techniques to improve the 
model's performance based on the pre-trained English 
language model. Kurdish has a different alphabet from 
English; the Kurdish alphabet is utf8, so we cannot use 
the finetuning technique. In this case, we use the 
transfer-learning technique for the new alphabet. ASR 
implementation of transfer-learning, all removed layers 
must be contiguous and include the output layer. The 
flag to control the number of layers you remove from 
the source model is --drop_source_layers. This flag 
accepts an integer from 1 to 5, specifying how many 
layers to remove from the pre-trained model. This work 
has removed only one layer for CKB, the output layer 

because the Kurdish alphabet is different from our pre-
trained model. 

 
4. RESULTS AND DISCUSSION 
This section presents the proposed method's results and 
comparison with the Jira paper HMM-GMM 
 
4.1 ASR Evaluation Criteria 

ASR systems' performance is usually measured 
in terms of accuracy and speed. Accuracy is generally 
measured in terms of performance accuracy, usually 
expressed as a word error rate (WER), whereas speed is 
described as a real-time factor. Single Word Error Rate 
(SWER) and Command Success Rate are two other 
accuracy measures (CSR). Word Error Rate (WER) and 
Word Recognition Rate (WRR) are used to evaluate the 
speech recognizer's performance. Several types of word 
errors include insertions, substitutions, and deletions. 
Finally, the following equations are used to calculate 
the word error rate and word recognition rate. 
 
𝑊𝑜𝑟𝑑	𝐸𝑟𝑟𝑜𝑟	𝑅𝑎𝑡𝑒(%)

=
𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛(1) + 𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛(𝑠) + 𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛(𝐷)

𝑁𝑜. 𝑜𝑓	𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑊𝑜𝑟𝑑𝑠(𝑁)
∗ 100						(1) 
Word	Recognition	Rate	(WRR) = 1 −WER	

=
𝑁 − 𝑆 − 𝐷 − 1

𝑁
																																							(2)	 

 
The WER measure is explained in the following 
examples: 
Best WET: means the currency sentence for the test is 
equal to the prediction sentence in the model: 
WER: 0.000000, CER: 0.000000, loss: 0.00 
file: F01146030.wav 
test: "  " ەرووتسەد یەوھندرکراومھھ ھب تەرابھس ھییسرپتشگ 
prediction:" ەرووتسەد ەوھندرکراومھھ ھب تەرابھس ھییسرپتشگ  " 
 
Median WER: The second example is WER smaller 
than 50%: 
WER: 0.200000, CER: 0.056604, loss: 28.824883 
file: M01143044.wav 
test: " نبەد درو نیەدب کھی ھل ناکھلیدرھگ کشیت  " 
prediction: " نبەدرگ نیەدب کھی ھل ناکھلیدرھگ کشیت  " 
 
Worst WER: Third example WER greater than 50%: 
WER: 0.857143, CER: 0.470588, loss: 15.005235 
file: M01142003.wav 
test: " نھکب ادوخ ھل یتھمرای و ششخھب یاواد " 
prediction: " نادیتھمرایھب یاواد " 
 
4.2     Experimental and Evaluating Results 

In this section, WER is reported for 12 models. 
All models are trained, validated, and tested on the 
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same speech corpus. The results in Table 4 show the 
WER for all the models of the ASR. All the results in 
Table 4 were trained on the 4-gram language model, a 
lexicon model of 500,000 words, and the audio models 
were trained with the same parameters. The parameters 
are listed in Table 4. The test serves as our absolute 
baseline, in which the entire six layers of the CTC 
model were trained from scratch without using any 
transfer from English. Table 4 concludes that the 
scratch train model achieved 92 % WER. 

In the second experiment, in which the five 
layers of the ASR network were created from scratch, 
only one layer of the English model was copied, the 
fully connected layer of the network, resulting in a 29% 
reduction compared to the first model, and a reduction 
in WER 63%.  

In the third experiment, in which the four layers 
of the ASR network were created from scratch, two 
layers of the English model were copied to fully 
connect to the first network, resulting in a 40% 
reduction compared to the first model and a 52% WER 
reduction. 

In the fourth experiment, in which the three 
layers of the ASR network were created from scratch, 
three layers of the English model were copied of fully 
connected (2 of ReLU) and LSTM layers in-network, 
resulting in a 43% reduction compared to the first 
model, and a 49% WER reduction. 

In the fifth experiment, in which the two layers 
of the ASR network were created from scratch, four 
layers of the English model were copied of fully 
connect (2 of ReLU), LSTM, and fully connect (ReLU) 
layers in-network, resulting in a 54% reduction 
compared to the first model, and a 38% WER 
reduction. In the sixth experiment, in which one layer 
of the ASR network was created from scratch, this 
output layer softmax and CTC, five layers of the 
English model were copied of fully connect (2 layers of 
ReLU), LSTM, and fully connect (2-layer of ReLU) 
layers in-network, resulting in a 68% reduction 
compared to the first model. A 31% WER reduction in 
the model's structure is explained in Figure 5. 

Furthermore, the removal and retention of layers 
are a significant effect on the accuracy of the model, 
because there is a very low speech corpus available for 
training. The copied layers improve the quality of the 
model because it has already been trained on large data 
for English. It learns recognition features very well. We 
only remove the English model alphabet and retrain it 
on the Kurdish alphabet. Thereby, the quality of the 

obtained model is greatly enhanced, as Tables 4 and 5 
show the results. 

As a result of these experiments in Figure 6, we 
found that DL techniques require a lot of data to train 
from scratch, as we saw for CKB for 43 hours of data 
gave us very debilitated results with an accuracy of 8%, 
that is, only eight words per 100 words correctly 
recognized. After applying transfer learning and the 
pre-training model, the WER is further reduced by 
31%. The second result shown in Table 5 shows the 
WER for all ASR models. All the results in Table 5 are 
trained on the 3-Gram language model, which contains 
a lexicon model of 2.5 million words and trained to 
acoustic models with the same parameters and 
parameters listed in Table 5. 

 
The results obtained in Table 5 compared to 

Table 4 were to change some of these parameters in the 
language model section, increase the lexicon data from 
500,000 to 2.5 million words, and reduce the model 
from 4 grams to 3 grams. The acoustic model part was 
just changing the learning rate parameter from 0.0001 
to 0.00001. 
As a result, all results in Figure 7 are significantly 
smaller according to WER compared to Figure 6. 
 
4.3 Comparison of the HMM-GMM with the 
LSTM model  

As a result, the proposed model performs much 
better extraction than the previous model for CKB in 
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continuous time. Our model also performs much higher 
in terms of recognizing new words and sentences than 
the Jira model because we used dynamic lexicons. The 
language model trained on 300 million tokens is much 
higher than the previous model; the best results are 
shown in Table 6. This work reduced WER to %22. in 
continuous time, the speech signal increases in 
uncertainty, which is an obstacle to speech recognition. 
In addition, a DL technique improved the quality and 
enhanced the model's performance.  
 

Table 6 Comparison of the Jira model with our models 
Method WER 

Jira HMM [14] .25 
LSTM + 4-gram .31 
LSTM + 3-gram .22 

 

 
Figure 6. WER for language model 4-gram and acoustic 

model 
 

Table 4: The best CER and WER for ASR Kurdish 
Language on the test set by using 4-gram 
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Figure 7. WER for language model 3-gram and acoustic 

model 
 

Table 5: The best CER and WER for ASR Kurdish Language on the 
test set by using 3-gram 
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5. CONCLUSION 

In this study, we described our efforts to build 
and implement the first ASR for CKB using DL and the 
constraints that go along with it, such as a speech 
corpus and a language model without a static 
pronunciation lexicon. DL has become a very important 
topic for researchers over the past few years. Without 
using a phonetic lexicon, we propose using a 
combination of transfer learning and language model 
adaptation to customize generic models to the unique 
properties of our data. Furthermore, research examining 
the efficacy of integrating transfer learning with 
language model adaptation for the low resource 
(Kurdish Language) ASR is limited. For low-resource 
data, the outcomes of transfer learning and language 
model adaptation are presented. As a result, the 
proposed RNN and LSTM algorithms also produce the 
lowest WER for the AsoSoft train set (i.e., 0.22 %). The 
addition of a language model improved systems; 
however, because of the particular vocabulary of our 
dataset, the language models trained, in part or whole, 
with inmate-like speech, offered the best results. The 
ASR system exhibited the most improvement after 
incorporating a language model, with WER dropping 
from 0.22 %. We intended to enhance the quantity the 
language skills for such a Kurdish language from 43 
hrs. The results showed that the proposed techniques 
improved the quality and performance in real-time. The 
proposal of dynamic lexicons instead of static lexicons 
also solved the problem of recognizing various words in 
the model by decreasing the number of out o 
vocabulary words. The increasing text corps also made 

the resulting language model more accurate. In the 
future, we will work to increase the speech corpus from 
43 hours, enlarge the text corpus from 300 million 
words, and propose new transformer techniques for 
end-to-end acoustic modeling without using a separate 
language model. Using LSTM, BERT, RoBERTa, and 
GP3 techniques for the language model are other future 
directions of this research. As well as applying DNN 
techniques for feature extraction from speech signals is 
another idea to improve.  
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 ي$لا ةFقFقOلا تاقQ>F$لا يف -ضاOلا NقLلا يف ، ملا6لا ةBلاعHل ماH$هلال اً-EFم لاًاBم هرا<$عا= (ASR) ملا6لا ىلع يئاقل$لا ف-ع$لا ما()$سا %$ی
 ةهجاLم يف ةLcق ةkHنلأا هVه لعجو ءادلأا ةداcز (عت .اعFLًش -Eكلأا يه ةFعاQTصلاا ةF<\علا ة]<Zلا اهFTب Wم ةفل$)م تاTFقت ما()$سا= اهFVفTت %$ی
 ةF<\علا تا]<Zلا Wم %لع$لا لقن ما()$سا= (CKB) ةH-rscلا ةmد-6لا ةغلل anASR ماkن -QLcت ةقرLلا هVه لواT$ت .ةFلاOلا تاO)m$لا FWب Wم ءاضlLلا
� ة-كاVلا جا-خإ ةق<� ما()$سا %$ی ، ملا6لا تاراشإ تاFsم جا-)$سلا (MFCCs) لHFلا دد-$لا تاذ Cepstral تلاماعم Wم جscم .(DNN) ةقHFعلاLcةل 
 ، اmlًأ .تاناF<لا ةعBHLم AsoSoft CKB باQخ ىلع (AM) يتLص جذHLن ءاZنلإ (CTC) يTمsلا فTF\$لا جا-خإ ةق<� عم H)� (LSTM)لا
 ةعBHLم ما()$سا %$ی .HFsم sمر نFLلم 300 يلاLح lHW$ت ي$لاو اهعHج %ت ي$لا ة-F<6لا ةT\Fلا تاناF<لا ةعBHLم يف N-gram ةغللا جذHLن اTم()$سا
 DNN ما()$سا نأ اهFلع لO\Lلا %ت ي$لا جئا$Tلا -هkت .CKB ةHلr نFLلم W 2.5م -Eكأ ىلع �mO$L ي]FماTید %Bعم جذHLن جا-)$سلا اmlًأ\Tلا
mO�W لاT$ب ةنراقم جئاLسلا6لا ءا\حلإا تا(حF[Fلا .ةQ-cلا ةقHت ةح-$قOخ ل(عم �قQل6لا يف أHب تاT�>م ٪0.22 ةW لا للاخBHب عFW لا %لعت$OLcل 
 .CKB ـل اهTع غلابلإا %ت ةFB$ن لlفأ Wم لlفأ ةT$FBلا هVه .ةغللا جذHLن ف6FFتو

 


