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    Sentiment Analysis (SA) as a type of opinion mining and as a more general 
topic than polarity detection, is widely used for analyzing user's reviews or comments 
of online expressions, which is implemented using various techniques among which 
the Artificial Neural Network (ANN) is the most popular one. This paper addresses 
the development of an SA system for the Central Kurdish language (CKB) using deep 
learning. Increasing the efficiency and strengthening of the SA system relies on a 
robust language model. In addition, for creating and training a robust language model, 
collecting a large amount of text corpus is required and we have created a corpus of 
size 300 million tokens for CKB. Also, to train the SA model, we collected 14,881 
comments on Facebook, then they are labeled manually. The combination of 
Word2Vec for the language model and Long Short-Term Memory (LSTM) for the 
classifier are used to create an SA model on the CKB SA dataset. These deep 
learning-based techniques are the most well-known methods in this field which have 
received high performance in SA for various languages. The performance of the 
proposed method for 3 classes SA is %71.35 accuracy. This result is superior to the 
best-reported result for CKB. 
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1. INTRODUCTION: 
Sentiment analysis (SA) as a type of opinion 

mining and as a more general topic than polarity 
detection, is widely used for analyzing users' reviews or 
comments of online expressions. Online networking 
growth has increased interest in sentiment analysis. 
Comments, evaluations, approvals, and many types of 
opinions and statements made online have grown in 
popularity to the point where they have become a virtual 
currency in the corporate world. Companies sell products 
and services, hunt fresh prospects, and maintain their 
reputation by studying the attitudes of these people. 
Because a massive quantity of data is created every hour, 
the demand for an automated procedure to remove errors 
and produce useful interpretations by this accumulated 
data is fast growing. As a result, the discipline of 
sentiment analysis is becoming increasingly popular [1]. 

    *Corresponding author at: Department of Computer 
Science, Faculty of Science, University of  Soran, Soran, Erbil;E-mail 
address: Kma190h@cs.soran.edu.iq 

 
Deep learning (DL) has emerged as a new 

appealing field of machine learning (ML) in the last 
decade, and it has since been studied and used in a variety 
of research areas such as SA [2]. Deep learning was first 
popularized in image processing and it was quickly 
implemented in speech, music, and natural language 
processing (NLP) [2].  

 
Traditional text classification methods are based 

on dictionary and classic machine learning methods that 
have been recently replaced by more powerful deep 
learning methods, such as sequence-based recurent neural 
network (RNN) such as Long Short-Term Memory 
(LSTM) [3]. RNNs maintain internal memory, and due to 
this, they are very efficient for machine learning 
problems that involve sequential data such as text which 
is a sequence of words [3]. LSTM is an improved RNN 
architecture that uses a gating mechanism consisting of 
an input gate, forget gate, and output gate [4]. These gates 
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help determine whether data in the previous state should 
be retained or forgotten in the current state. Hence, the 
gating mechanism helps the LSTM address the issue of 
long-term information preservation and the vanishing 
gradient problem encountered by traditional RNNs [4]. 
The LSTM’s powerful ability to extract advanced text 
information plays an important role in text classification. 
The scope of application of LSTMs has expanded rapidly 
in recent years, and many researchers have proposed 
many ways to revamp LSTMs to further improve their 
accuracy [4]. 

Most SA algorithms extract the sentiment about a 
service or product for a specific language. Cultural 
differences, language intricacies, word sequences, and 
different settings of a language, on the other hand, make 
it incredibly difficult to translate written text material into 
a simple, understandable emotion, especially if the 
language has a few computational resources. Although 
most of the models are used for SA and polarity detection 
are proposed for analyzing English text [5], there are 
similar works in other languages, including Spanish [6], 
Thai [7], and Persian [8]. The aforementioned 
studies have used several polarity-based sentiment deep 
learning models to analyze posts on Twitter. 
 

Kurdish is an Indo-European language that 
belonged to the Indo-Iranian branch. North Kurdish (i.e., 
Kurmanji) is the most widely spoken dialect, spoken in 
southeastern Turkey with portions of northern and 
northern eastern Syria, and Central Kurdish (i.e., Sorani), 
spoken in northern Iraq and western Iran, are the two 
main branches of Kurdish. Despite having tens of 
millions of native speakers, Kurdish is one of the least 
well-resourced languages, with few tailor-made tools for 
processing texts published in the language [9]. 

Capturing both syntax and semantics associations 
of words from a huge corpus is a difficult problem in 
NLP. Word embedding is the most advanced method to 
solving this obstacle when words are show themselves as 
vectors of continuous real values. In recent studies, it has 
demonstrated the remarkable capacity of this approach to 
grasp linguistic subtleties and word properties from a 
massive text corpus on its own. In [10] the first idea for 
word embedding was presented and Mikolov et al. 
proposed the Word2Vec model 
[11]  to learn word representations in a vector style from 

a big text corpus, a process which is known as the first 
successful neural based word embedding.   

For the Central Kurdish language, a number of 
works have been done on NLP. There have been a 
number of studies on spell-checking and stemming [12] 
[13] [14] [15] [16], and [17] produce Kurdish Language 
Processing Toolkit (KLPT) their toolkit is composed of 
basic elements like text pre-processing, tokenization, 
stemming, transliteration and lemmatization. There is an 
n-gram-based document classifier [18], also with respect 
to their efforts, there are some small efforts  to create a 
lexicon and corpus for Kurdish [19], [20].  

In this article, we provide a sentiment analysis 
corpus for the Central Kurdish. To do this, Facebook 
posts are chosen for collecting users’ comments from 13 
popular pages, and a total of 18,450 comments are 
scrapped. As the first attempt at Kurdish sentiment 
analysis, we propose a deep learning method. To this aim, 
the Kurdish Word2Vec model as a word embedding 
technique is implemented. To train the word 
representation model, a corpus of about 300 million 
tokens from various sources is collected. Then, LSTM is 
used as a classifier for Kurdish sentiment analysis. 
Therefore, the main contributions of this work are: 
• A corpus of about 300 million words from various 

sources is collected and the Kurdish Word2Vec 
model is trained as a word embedding technique. 

• We provide a sentiment analysis corpus for the 
Central Kurdish, from Facebook posts, then cleaned 
and label collected comments. 

• A sentiment analysis model is created by Word2Vec 
word representation and LSTM classifier. 

The structure of this paper is as follows: Section 
2 provides literature reviews on Word2Vec and sentiment 
analysis as well as additional useful models for sentiment 
analysis. Section 3 describes the background to legitimize 
the methods used in this research. Section 4 is about the 
datasets . Section 5 describes the methodology and 
Section 6 presents our experimental results on sentiment 
analysis.  Section 7 describe conclusions and last section 
is future works. 
 
2. RELATED WORKS 

In recent years, sentiment analysis has received 
more attention from researchers. Thus, several methods 
have been exploited to improve the performance one of 
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the successful combinations is Artificial Neural Network 
(ANN) along with word embedding techniques that have 
been able to be efficient in this area. As a related 
technique, Published SWESA (Supervised Word 
Embedding for Sentiment Analysis) for Sentiment 
Analysis using Word Embedding [21]. Like ANN 
techniques, it focuses on human learning, to learn vector 
representations of words from a text corpus it uses 
document label information, by paying attention word 
embedding and accuracy of classification it tries to 
reduce loss function. Due to the importance and the 
availability of a lot of data on social networks like 
Facebook and Twitter, gradually the importance of 
working deep learning with SA on tweets became 
apparent so they were described [22] as the first work on 
it. Although Convolutional Neural Network (CNN) was 
designed to process the images, it was also applied to the 
other types of data such as text because of its modeling 
power. Initializing the parameter weights of the CNN was 
the main contribution of this work. The authors trained 
the initial Language Model using an unsupervised neural 
language model, which was then fine-tuned using a deep 
learning model on a distantly supervised corpus. By 
combining both deep learning techniques CNN and RNN 
a model was produced that incorporates the preceding 
short texts [23]. This model used Word2Vec to create 
vectors for the words that are distributed numerical 
representations of word features. 

Also, a number of SA studies have been done in 
Arabic. In [24], the authors have used Word2vec as a 
language model. They used a dense network and LSTM 
deep learning model and their accuracy is 77.7%. 
Another study uses CNN and LSTM as a classifier, and 
their accuracy is 65% [25]. Another study used an RNN 
classifier and got higher accuracy of 87% [26]. 

For the Kurdish, one of the studies has used a 
Naive Bayes classifier for sentiment analysis for two 
classes, "positive" and "negative”. According to [27], all 
of the documents and content were gathered from social 
media sites such as Twitter, Facebook, and Google+. 
Each of them was given a one for pleasant feelings and a 
zero for negative feelings. Although a dictionary is 
typically used in sentiment analysis, a prototype of a 
Kurdish bag of words has been constructed for Kurdish 
sentimental analyses, as previously noted, and their 
accuracy is 66%.  

To the best of our knowledge, there is no deep 
learning-based research on SA for the Central Kurdish 
language. In this paper, we have presented our dataset on 
Facebook comments and used Word2Vec and LSTM for 
modeling. 

  
3. BACKGROUND 

In this section, a brief explanation of sentiment 
analysis is presented. A short introduction to our related 
techniques, i.e., LSTM and Word2Vec are also given.  

 
3.1 Sentiment Analysis 

Sentiment analysis examines a person's feelings, 
attitudes, and expressions and categorizes them into 
positive, negative, and neutral categories. In general, 
sentiment analysis is separated into three levels [28], 
which are as follows: 
1. Document level: The objective at this point is to 

assess the overall sentiment of the documents. 
Depending on the content, the overall attitude of the 
document is then rated as negative, positive, or 
neutral. As a result, a comparison learning text cannot 
be included at this level. 

2. Sentence level: The goal at this level is to study a 
specific statement and determine if it reflects a 
positive, negative, or neutral viewpoint. The term 
"neutral sentence" refers to a sentence that expresses 
no viewpoint. 

3. Aspect level: The approach of determining the 
sentiment polarity of each aspect word in a phrase 
using a sentence (A sentence could contain multiple 
sentiment polarity) and a set of preset aspect words is 
known as aspect-based sentiment analysis, the aspect 
level was previously known as the feature level. 
 

3.2 Long Short-Term Memory 
LSTM is an RNN that calculates the hidden state in 

a different approach, which solves the difficulty that 
recurrent ANNs have in dealing with long-distance 
dependency. The exceptional skills of LSTM, on the 
other hand, are taught via the inherent benefits of its 
model structure, not through algorithms. The LSTM 
model is made up of a sequence of memory units that 
each include three gates with various functions, namely 
forget gate, input gate, and output gate [4].  
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The forget gate's presence allows us to gauge how 
much of the information flow that came before the 
current cell has been Equation (1) shows the calculation: 

𝑓! = 𝜎	(𝑊	! . [ℎ	!#$, 𝑥	!] + 𝑏	%) 
 
(1) 

The calculation in Equations (2) and (3) show 
that: the input gate's job is to figure out how much current 
data is added to the information flow [4].            

𝑖! = 𝜎(𝑊	& 	. [ℎ	!#$, 𝑥	!] + 𝑏	') (2) 
∁2!= 𝑡𝑎𝑛ℎ(𝑊	( . [ℎ	!#$, 𝑥	!] + 𝑏	() (3) 
As calculation shows in equation (4) information 

is processed by the input gate and also the forget gate, 
then to compute the output of the current LSTM cell and 
transmit it to the following LSTM cell, LSTM must 
update the cell's state [4]. 

∁!= 𝑓! ∗ ∁!#$ + 𝑖! ∗ ∁2! (4) 
To calculate the output of the current LSTM cell, 

the output gate integrates both cell state and current input 
[4]. Equations (5) and (6) illustrate the calculation: 

𝑜! = 𝜎	(𝑊	)	[ℎ	!#$	, 𝑥	!] + 𝑏	))  (5) 
ℎ! = 𝑜	! ∗ tanh	(∁	!)               (6) 

Where𝑓!,𝑖! and 𝑜! are the activations of the 
inputs, forgets, and outputs gate at time step	𝑡. These 
activations determine how much of the input and the 
previous state will be taken into account as well as how 
much of the cell state will be incorporated into the 
network's hidden activation. 𝐶! Represents the activation 
of the protected cell at time step	𝑡, whereas ℎ! represents 
the activation that will be applied to the following layer. 
The subscripts of their transform are explicitly used to 
designate the notations of the weight matrices 𝑊(…).The 
matrices 𝑊*% and 𝑊+% transfer the input 𝑋! and hidden 
state ℎ!#$ to the forget gate dimension, respectively. 𝑊*' 
And 𝑊+' do the same for the input and hidden state, 
respectively, to the input gate dimension. The bias vector 
of each gate is shown by 𝑏(.). One matrix is used for each 
gate (𝑊%,𝑊',𝑊(,𝑊)) in the simplified notation that mixes 
both inputs as well as the concealed state. We retain a 
more thorough notation W (…) for this chapter in order 
to be thorough [4]. 

A word vector trained using word embedding 
methods like Word2Vec focuses on words or tokens 
within sentences. The LSTM input receives the first-word 
vector as input, and the output is used to extract the 
current time-sentence step's feature, which is then passed 

on to the LSTM cell in the next time. For each 
subsequent word vector, the same is true. Every word 
passes through the LSTM cells and receives the 
properties of the current phrase that match it. The output 
of the previous time step may be used as the 
global representation of the sentence tokens because it is 
a part of the input for the current time step of the LSTM 
[29]. 

 
3.3 Word2Vec 

With the increase in data and the desire for 
artificial intelligence to continue its developments, 
authors in [11] developed a set of models for word 
embedding. Based on a corpus of text, they used a neural 
network to generate and train semantic vector spaces with 
created hundreds of new dimensions. Each of the words 
in the corpus is represented as a vector in the vector 
spaces. In this area, words with the same context are 
geographically adjacent. Generally, Word2Vec is built on 
two main bases: Continuous Bag of Words (CBOW) and 
Skip Gram. A quick and main idea about skip-gram is: a 
text corpus is used to learn the model to input the current 
word, then the surrounding words are predicted by the 
current word. The most important part of these two 
models that have succeeded is that they have little 
complexity and take very little time even though we can 
learn millions of words. 

CBOW on the other hand, is a word embedding 
architecture that employs m future words as well as m 
previous words to predict the current word as shown in 
Figure 1. The CBOW objective function is: 
𝐽, =
	$
-
	∑ 𝑙𝑜𝑔𝑃(𝑤	!	|	𝑤	!#., . . , 𝑤	!#$, . . , 𝑤	!/$, . . , 𝑤	!/.)-

!0$  
(7) 

The dispersed representations of context are 
employed inside this CBOW model to predict the word in 
the center of the window. We have used this model in our 
work in this paper.  
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Fig. 1. Continuous Bag of Words Structure model that is 

good at predicting the nearby words [11] 

4. DATASETS 
As there is no public dataset for SA in the 

Kurdish language and also deep learning methods require 
a relatively large number of samples, we collect a set of 
data for the Central Kurdish language. In addition to the 
SA dataset, we collected a text corpus to train Central 
Kurdish word vectors.  

4.1 Central Kurdish Sentiment Analysis Dataset 
To collect the SA dataset, we choose Facebook 

posts, an online social network, for collecting users' 
comments. We selected a total of 13 popular pages and 
scrapped 18,450 comments. As shown in Figure 3, after 
collecting data, we need to pre-process comments by 
filtering out noisy comments, and non-Central Kurdish 
language. Then, we tagged (labeled) each opinion into 
one of three sentiments: Positive, Negative, or Neutral by 
three independent individuals. However, the Kurdish 
language has strong rhetoric that does the task of tagging 
hard. As it is shown in Table 1, our final dataset contains 
14,881 cleaned comments from various topics.   

Table 1. The number of samples in the collected dataset 
TOPICS NO. OF DATA 
SPORTS 509 

ECONOMY 1,112 
ENTERTAINMENT 2,056 

EDUCATION 713 
TECHNOLOGY 1,252 

LIFESTYLE 2,015 
FASHION 807 

FOOD 1,265 
TRAVEL 100 

RELIGIOUS 865 
JOURNALIST 1,714 

ART 511 
POLITICAL 1,962 

SUM 14,881 
As shown in Table 2, the average sentence length 

of our dataset is 11 tokens and the total number of tokens 
is more than 151K. Furthermore, Fig 2 shows the 
distribution of the 3-class dataset. 

Table 2. Data statistics of the Central Kurdish SA dataset 
TOPICS VALUE 

LONGEST SENTENCES 512 
AVERAGE SENTENCES 

LENGTH 11 

TOTAL WORDS 151,889 
 

 

Fig 2. Distribution of the 3-class SA for the Central Kurdish 
dataset 

4.2 Central Kurdish Text Corpus for Language Model 
Unlike most languages, obtaining data in the 

Kurdish language is one of the most difficult tasks 
because of the lack of resources. Because deep training 
requires a lot of data, we spent a lot of time to find 
enough data for the Kurdish to train the word vectors 
using Word2Vec. We got data from three sources to train 
Language Model (LM) and appreciate their word vectors. 
We have received more than 188 million words from the 
AsoSoft corpus [30] collected from various sources such 
as websites, textbooks, and magazines. Muhammad Azizi 
and AramRafeq have had a lot of difficulties collecting 
data on Kurdish websites1 which is about 60 million 
tokens. The last corpus is the Oscar 2019 corpus contains 
48.5 million words2. Therefore, we have used this corpus 
of 296.5 million tokens to train the word embedding 
network.  

5. METHODOLOGY 

 
1 https://github.com/DevelopersTree/KurdishResources/ 
2 https://oscar-corpus.com/post/oscar-2019/ 

1911

9134
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Facebook 
comments

Data Pre-
processing

Labelling

split text into 
Train and Test 

Sets

Validation & Test 
DataSet

Evaluate Models

Traning DataSet

Word2Vec Model Training LSTM 
Model

Larg Text Corpus

Data 
Preprocessing

Training 
Word2Vec

5.1 Sentiment Analysis 
In this section, we present our methodology for 

sentimental analysis in Central Kurdish. As explained in 
Figure 3, the steps of our work are done in this way. We 
first received comments on Facebook and then cleaned 
them as a task. As mentioned, we labeled them in three 
classes, and although the comments were too rubbery, 
which affected the accuracy of the labeling. Similar to the 
other kinds of machine learning tasks, we've split the 
dataset for train and test, 80 percent for train and 20 
percent for the test. 

In natural language processing, words in 
sentences or documents are usually used as features [31] 
[32] [33]. That's why we've trained Word2Vec with a text 
corpus that we received from 3 sources and then cleaned, 
and then trained as described in the following section.  

Then, using the trained language model (i.e., 
Word2Vec), each word of the comments is converted into 
the vectors (i.e., the features) and fed into the LSTM 
network as the inputs. We trained the LSTM model in 
three layers as described in the experiment section. 
Finally, we evaluated the model by the test set and got the 
results. 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Structure of the proposed sentiment analysis for the 
Central Kurdish using deep learning 

5.2 Central Kurdish Word Embedding using 
Word2Vec 

The most crucial step after collecting data is the 
data pre-processing. Still, this step for the Kurdish 
language is the hardest step to achieve clean and standard 
data. With an appreciation for AsoSoft [34] being able to 
create a strong normalizer consisting of a set of 
applications. We have used it as follows:  

• Replace URLs and Emails 
• Replace Non-Unicode fonts with Unicode style 
• Separate digits from letters 
• Delete non-Kurdish lines 
• Trim white spaces 
• Remove Empty lines.  
• As in the SA takes we need meaningful tokens, 

we removed all the symbols of [-
()\"#/@;:<'^>١٢٣٤٥٦٧٨٩٠{}&«%»`+=~|.!?,]) 
and [0-9].  

• Remove the repeated sentences 
Using the framework of neural networks, the 

Word2Vec training process assists the system in learning 
vector representations of words. As shown in Figure 3, 
the pre-processed and cleaned corpus is delivered into the 
CBOW Word2Vec3 system during training. Where our 
corpus is sent into the Word2Vec system, which produces 
a vector representation of each word as an output. The 
generation of vocabulary from input data is the first step 
in the development of a Word2Vec model. Then, the 
word's vector representation is learned as shown in figure 
4 (it is a 100-dimensional vector to “ ۆکناز ” (university) 
word). We trained Word2Vec by two different arguments 
and number of epochs, so it makes us see the 
performance of the models. In the first one, we have used 
the default argument (window size = 5, Vector size =100, 
5 CPU-worker, and epochs =5). In the other try, different 
arguments are used (window size = 10, Vector size =200, 
and epochs =10) and shown in Table 3 and Table 4.  

Table 3: Word2Vec model-1 structure 

Parameter Value 
Vector Size 100 

Window size 5 
Epochs 5 

CPU-Worker 5 

 
3 https://radimrehurek.com/gensim/models/word2vec.html 
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Table 4: Word2Vec model-2 structure 

Parameter Value 
Vector Size 200 

Window size 10 
Epochs 10 

CPU-Worker 5 
 

 
Fig 4. Word representation for “ ۆکناز ” (university) in the 

trained wor2vec model-1. 

There are a number of simple tests that prove the 
learning ability of the Wor2Vec models, In Figure 5, we 
tried to find out the similarity between two words that the 
World2Vec model learned very well. We gave the model 
the words “ ھلیشپ ” (cat) and “ گھس ” (dog) to find out the 
similarity between these two words. The similarity 
response between them is 75%, which means that the 
language model is very well trained  and it knows that 
they are both animals. 

 
Fig 5. The similarity between “ ھلیشپ ” (cat) and “ گھس ” 

(dog) words for Word2Vec models (the results for model-
1 and model-2 are the same). 

In Figure 6, another experiment is demonstrated. 
What is done is the to find the words  which their vectors 
are similar to both vectors “ ھلیشپ ” (cat) and “ ڵەژائ ” 
(animal), but are not similar to the vector “ ووناخ ” (house), 
In other words, we expect to find those words that are 
close to cat from an animal point of view and different 
and far from something inanimate like a house. This 
command tells us 10 of these words that are close to cats 
from an animal point of view. The outputs are “ گھس ” 
(dog), “ ەدن�اب ” (bird), “ گنی پ ” (tiger), “ نیفلۆد ” (dolphin), 

“ نومیھم ” (monkey), “ زارھب ” (pig), “ کشم ”  (mouse), 
“ ھچنۆلاق ” (lizard), “ حاسمیت ” (crocodile), and “ نوومیھم ” 
(monkey). 

 
Fig 6. Ten related words that are close to the “cat” ( ھلیشپ ) 

which are an animal and are away from the “house” 
( ووناخ ) for Word2Vec models (the results for model-1 and 

model-2 are the same). 
5.3 LSTM Classifier 

We must define a number of parameters in the 
LSTM neural network or different types of deep learning 
to increase classification accuracy. Additionally, as the 
best value varies depending on the job, the parameters 
must be established empirically. We estimate the values 
of these parameters inside this study. The structure of 
both the networks employed in this investigation is 
shown in Table 5, and the training parameters are shown 
in Table 6. 

Table 5: The structure of both the networks employed in this 
research 

Pa
ra

m
 

D
es

cr
ip

tio
n  

V
al

ue
 

E
m

bedding L
ayer 

Used for artificial input 
neurons and carry initial data 
into the system for processing 
by the next layer of artificial 
neurons. The fixed number of 
dimensions in the word 
embedding model can 
facilitate more efficient 
computation [35]. Because 
using Word2Vec, the weight 
used is the result of pre-trained 
from Word2Vec. 

Input_dimination = 50,000 
(Vocab size) 
 
Output_dimination = 100 
Or 200 
(Embedding size) 
 
Weights = 
Word2Vec_weights 
 
Input_Length = 256 
 
 

L
ST

M
 

A sequential processing model 
consisting of (1 or 2 or 3) 
LSTMs. 

100 or 200 

D
ense L

ayer 

Deeply connected layers of 
neural networks to perform 
operations from input and 
return output. The dense layer 
contains the output in this case 
the number of the ratings. 

3 (n_categories) 
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Table 6: Training parameters for proposed LSTM models 
Pa

ra
m

 

D
es

cr
ip

tio
n 

V
al

ue
 

E
poch 

The number of passes of the entire 
training dataset. 

50 
 

A
ctivation 

Responsible for converting the summed 
weighted input from the node to the node 
activation or output for that input. 
Softmax is used as an activation function 
for multi-class classifications where class 
membership is more than two class labels 

Softmax 

O
ptim

izer 

Methods used to change neural network 
attributes such as weight and speed of 
learning to reduce losses. Adam’s 
method is very efficient when dealing 
with large problems involving a lot of 
data or parameters, it also takes up less 
memory and is efficient 

Adam 

L
oss  

Loss is the penalty for a bad prediction, 
in this study using sparse_categorical_cro 
ssentropy because in this study using 
multiclass. 

sparse_categor 
ical_crossentr 
opy 

L
earning R

ate  

Learning rate is one such hyper-
parameter that defines the adjustment in 
the weights of our network with respect 
to the loss gradient descent. It determines 
how fast or slow we will move towards 
the optimal weights. 

3.00E-04 
 

D
rop_out  

In essence, the dropout strategy removes 
neurons during the training phase, 
forcing the neural network to learn 
several independent representations for 
the same input in an effort to lessen 
dependency on the training sets 

0.2 

 

6. EXPERIMENTAL RESULTS 
In the evaluations, two sizes of vector dimensions 

in Word2Vec architecture, i.e., 100 and 200, are used and 
two types of window sizes, 5 and 10, are used for 5 and 
10 epochs, respectively. After cleaning the data, we need 
to separate the dataset to train and test set as all of the 
deep learning models in a way that is 80% for training 
and 20% for testing. As shown in Figure 3, all of the 
Word2Vec generated from those combinations are used 
as input for the LSTM-based classification model with 
the following parameters: LSTM layers take in the 
embedding size and the word vector size is 100 or 200 
and the max length is 256, the dropout value of 0.2 is 
used before the final layer to improve with regularization. 
The fully-
connected layer takes in the hidden dim of the LSTM and 
outputs of the class scores. To find the best state of our 
models, we had to train several different layers of LSTM 

with Word2Vec models to reach the best state of our 
models. So, we tested one layer, two layers, and three 
layers. Obviously, the entire dataset is not given to the 
model to train, but the models are trained with 80% of the 
dataset. Then, we have to test the trained model on a 
dataset that the model has never seen before. After testing 
all the models, the results were as follows: 

For the first Word2Vec model (model-1), whose 
properties are shown in Table 3 above, we have 
conducted three separate tests as shown in Table 7. The 
single-layer LSTM achieved an accuracy of 70.2%, while 
the two-layer accuracy increased to 70.17% and the three-
layer LSTM had the best result of 71.35%. 

The second Word2Vec model (model-2) which 
its properties listed in Table 4, is retrained with the same 
method as the first model on three different types of 
classifier models, namely one-layer, two-layer, and three-
layer LSTM classifiers. In general, the results of the 
second model are lower than those of the second model 
as shown in Table 8. The accuracy of the second model is 
67% for the single layer LSTM, 67.19% for the two-
layer, and 69.1% for the three-layer network. 

 

Table 7: The accuracy of word2vec model-1 on the test set 
(unseen data) 

LSTM Layers Accuracy (%) 
One Layer 70.2 

Two Layers 70.17 
Three Layers 71.35 

Table 8: The accuracy of word2vec model-2 on the test set 
(unseen data) 

LSTM Layers Accuracy (%) 
One Layer 67.0 
Two Layers 67.19 

Three Layers 69.1 
 

The training accuracy of one of the models is 
shown in Figure 7. For all 50 epochs of the sentiment 
model train time, the figure shows that the model is 
moving well towards the training and reaches about 85%. 
Figure 8 shows how the training loss, the error of the 
model, is decreasing very well and approaching zero, 
which means good training in this model and the other 
models as well. 
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Fig 7. Training accuracy for the best model (Model-1 

with 3-layer LSTM classifier) 

 
Fig 8. Training loss for the best model (Model-1 with 3-

layer LSTM classifier) 
 
7. CONCLUSIONS 

Working with something that hasn't been done 
before is exhausting, but we accomplished it. We have 
collected more than 300 million words in a large corpus 
(from 3 different sources) that is completely clean and 
problem-free data, which is the largest Central Kurdish 
corpus ever worked on. More importantly, we crawled 
more than 18,000 comments on Facebook and labeled 
them in three different ways, although labeling Kurdish 
writers is difficult because Kurdish has strong grammar 
and in many cases positive and negative can be very 
similar. We cleaned this dataset with the AsoSoft 
normalizer and manually worked on it to ensure a good 
cleaning and finally obtained more than 14,000 clean 
labeled samples.  

We planned to use the latest techniques to train 
the language model and the classifier. For the language 
model, we trained Word2Vec in two different ways, both 
of which responded very well as mentioned above in 
Figures 4, 5, and 6. For the classifier, we used LSTM on 

both language models and trained the LSTM model with 
the parameters described above with single layer, double 
layer, and triple layer for each Word2Vec model.  

After the production of 6 sentiment models, 
which were a combination of Word2Vec and LSTM, all 
sentiment models were tested on the test set. Fortunately, 
they had very good results and were very different from 
the only study of Central Kurdish Sentiment Analysis, 
which had an accuracy of 66% for two classes positive 
and negative [27], However, this is not a fair comparison 
because our model is tested on the basis of three classes 
(positive, negative, and neutral). 

Finally, the best results for both Word2Vec 
models were as follows: The first model model-1 
achieved an accuracy of 71.35% for 3-layer LSTM, while 
the second model model-2 for 3-layer LSTM achieved an 
accuracy of 69.1%. Figure 9 represents the accuracy of 
the model for two different SA models. As it is depicted, 
the vector dimensions are directly proportional to the 
average accuracy value, which means that the higher 
vector dimensions give a smaller average accuracy. Also, 
the number of layers of the LSTM can have little effect 
on the results, unlike the vector size, the more layers of 
the LSTM can achieve the higher accuracy. 
 

 
Fig 9. Accuracy for two different Word2Vec models on 

the test set 
8. FUTURE WORKS 

The Kurdish language still needs Kurdish 
computational resources to be able to make its place in 
technology, which requires the patience and hard work of 
rsearchers. More importantly, we need data for Kurdish, 
both for the language model, which has 300 million 
words for Kurdish and for sentiment analysis. We need 
labeled data to further enrich the Kurdish corpus. In 
below, some of the woks that need to be done in the 
future are listed: 

71.35
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• Diversify the language  model corpus, i.e., the 
structure of the corpora should include not only 
formal writing styles but also informal styles so that 
the models have the least Out Of Vocabulary 
(OOV). 

• Working with other dialects of the Kurdish  
language. 

• Our work collected the sentiment dataset on 
Facebook, other sources such as Twitter, YouTube, 
Instagram, and many others can be used as sources. 

• Using other new techniques such as transformer-
based methods to increase the performance. 
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