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Abstract: The issue of missing values has attracted much attention from many
researchers, sometimes an observation may be dropped in a particular experiment or
study, and thus one or more observations may be missing in the data. In this paper, an
estimate of the missing value for sugars data was obtained in a restricted one-way
analysis of variance model, assuming that the error follows a long-tailed symmetric
distribution. The problem of missing values was highlighted, and discuss different
methods of estimating them, through methods specific to the restricted one-way analysis
of the variance model that seeks to make the sum of squared errors as small as possible
And compare the data in terms of its distribution Long-Tailed Symmetric Distribution (
LTS) or normal distribution( N) through use Akaike information criterion (AIC) , These
methods include the arithmetic mean method (M), the maximum likelihood method
(MLE), and the modified maximum likelihood method (MMLE), and an attempt is
made to compare these methods used in estimating the missing value of real agricultural
data through the effect of adding the concentration of three types of sugars to the length
of the multiplying branches. (cm) in the rootstock of tissue-rich apples (MM106).
Important results have been reached regarding the research, the most important of
which is that it has been proven that the modified maximum likelihood method is more
efficient than the rest of the estimation methods used.

Keywords: Missing Values, Restricted One - Way Analysis of Variance Model, Long-
Tailed Symmetric Distribution, Modified Maximum Likelihood Method, Akaike
information criterion.
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Introduction

Increasing the frequency of treatment in the experiment leads to an increase in the accuracy of the
experiment, which results in an increase in the degree freedom of experimental error and thus a
reduction in the mean squares error (MSE) , so the loss of some observations leads to a decrease in
the number of treatment appearances and the appropriate procedure is to estimate the values of the
missing observations .

For different reasons, some observations are missing , For example the researcher may fail to
record some data, or crops may be destroyed in some plots of land, or a patient may not take a
treatment, or during an experiment one or more animals may die.

The problem of missing values is a common problem in almost all types of research and studies,
and deleting missing values naturally affects the analysis method, so before analyzing the data, the
missing values are estimated.

In this paper, the missing value is estimated using the estimation methods used in the theoretical
side and assuming that the random error is long-tailed symmetric distribution, and it is possible that
the random error distribution is a logistic distribution as in the source (Ahmed, Abdulwahhab &
Abdulah, 2019). An exponential distribution as in the source (Ahmed, Abdulwahhab & Abdulah,
2020), but in this research we will assume that the random error is distributed (LTS) and where the
Akaike information criterion( AIC) is used to know how the data is distributed, and there are two
types of linear models for one-way analysis of variance, which is the analysis model Restricted one-
way variance or fixed and random variance. In this paper, we will focus on the restricted one-way
variance analysis model.

Many researchers have addressed the problem of estimating the lost value in different ways and
methods , In (1933) ,( Yates) presented two formulas for estimating more than one missing value.
An iterative procedure is suggested , In (1958) ,Show (Wilkinson) When some observations are
missing from the data otherwise It is consistent with the planned experimental design and linear
model fitting The principle of least squares is applied to the data very simply , Use estimated values
for missing observations in this way The most effective use is the residual symmetry of the
experiment. In (1972), (Rubin) used the non-iterative method to estimate missing values in a
randomized complete block design (RCBD) and a Latin square design (LSD) using the least square
method by making the sum of the error squares Equal to zero. In (1995) , researcher (Reynolds)
derived formulas to estimate missing observations for analysis of variance by minimizing the sum
of the squares of the residuals. These formulas apply to cases in which there is one missing
observation. If there are two missing observations, the recommended procedure is to estimate one
and use the appropriate formula to estimate the other, then use the formula again to estimate the
first, and continue iteratively until the estimates converge to arrive at the two missing observations.
The purpose is to have unambiguous formulas for the two missing observations and thus compute
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them directly without the need for an iterative procedure. In (2007), the researchers (Dabdoub and
Hadba) used four methods to estimate missing observations in a completely randomized block
design, namely (Haseman and Gaylar, Rubin, Harry, and Yates). The comparison between these
methods was made according to the following statistical criteria, which is the average The mean
square error (MSE) and the mean square of the treatments (MSt) are the values of the significant
difference between the treatments. It has been shown that the most efficient methods are the
Haseman and Gaylar method, followed by the Harry method, and then the Yates method. The
Rubin method failed to keep up with the other three methods. In (2016), the researcher (Al-Qazzaz)
presented a proposed method for estimating the missing values of observations of the explanatory
variables of the nonparametric multiple regression model and comparing it with the method of
substituting the mean, as the idea of this method was based on how to employ the causal
relationship between the variables and obtain an efficient estimate of the value. missing, through the
use of kernel estimation, represented by the Nadary-Watson estimator, as well as the least squares
method for legitimate crossing (LSCV) in estimating the introductory parameter, and using the
simulation method in comparing the two methods, where it was concluded that the proposed
method is highly efficient in estimation and matches the practical reality, especially in the case of
increasing the percentage Loss also in case of data dispersion. In (2017),( Al-Mashhadani and
Kamel) indicated the use of the analysis of covariance method (coons) according to two methods to
estimate the missing value of the response variable or the variable adopted for the split block
design, and the possibility of estimating the missing values in the experiment, as The loss of the
value or value of the results of the experimental plots for the studied characteristic represented by
the response variable affects the results of the analysis for the response variable. Therefore, these
values must be estimated to obtain sound analysis results. In (2018) , ( Ayden) proposed estimators
for the missing value in the one-way analysis of variance (ANOVA) when the error distribution is
long-tail symmetrical, and three methods were used to estimate the missing value, namely the least
squares method LS, the method of maximum likelihood ML and the method of the modified
maximum likelihood MML, compared the efficiency of the estimators through the Monte Carlo
simulation study, and the results showed that the ML estimator is the most efficient.

1. Objective of the Research

This research aims to compare several methods for estimating the missing value of the restricted
one-way analysis of variance model, assuming that the error is distributed with long-tailed
symmetric distribution, These methods include the arithmetic mean method (M), the maximum
likelihood method (MLE), and the modified maximum likelihood method (MMLE) using the mean
squared error (MSE) criterion, and to choose the best estimation method from among the estimation
methods used in this research and apply it to real data.

2. Material and Methods
A. Analysis of variance

Analysis of variance is the mathematical method according to which the total sum of squares of
data about a phenomenon is divided into its different sources. The results of the analysis are put in a
table known as the analysis of variance table. As (Taha and Al-Qadi,1994) mention, the emergence
of this type of analysis is due to the scientist Fisher. (R.A.Fisher) who is considered the first to
establish the rules of analysis of variance in 1923), as the discovery of this method led to broad and
rapid progress in the field of statistical science and experimental design.

As for (Al-Khalili, 1988) , analysis of variance is defined as a smart way to test the difference in the
means of two or more groups at once through contrast. (Adas, 1997) also states that analysis of
variance “provides us with a convenient statistical method for comparing many means with each
other at the same time.” .
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Whereas the variance is the rate of difference or difference in the items of any phenomenon (Al-
Otaibi and Jad Al-Rub, 2016) , and also the variance is the square of the standard deviation, or it is
the average of the squares of the deviations of the items from the arithmetic mean, and we cannot
obtain the standard of dispersion or difference from the same deviations because their sum equals
zero for any distribution From the distributions) ,and variance is also the average sum of the
squares of the deviations of the observation values of the population from their arithmetic mean,
according to the following relationship.

N

0% = ) (x,— M) /N (1)

i=1
B. One- Way analysis of variance

There are different forms of analysis of variance, and these forms depend on the number of
independent and dependent variables. One Way Analysis of Variance is one of these forms, as it is
concerned with detecting differences or discrepancies between a number of groups in one
dependent variable and each of these groups. each group is called treatment. There is also a two-
way analysis of variance, and in this research we will focus on a one-way analysis of variance,
which is similar to a completely randomized design in which the data is arranged according to
treatments

One Way Analysis of variance is also a statistical form concerned with detecting differences in a
phenomenon for many groups in one dependent variable. It is mentioned (Al-Shamrani and Taha,
2000) that analysis of variance for one way helps the researcher test the differences between a
number of groups in one dependent variable.

C. Restricted one- way analysis of variance model

It is to estimate the effect of treatment and compare the effect of treatments and thus compare the
averages of treatments, where the null hypothesis and the alternative hypothesis for this model are
as follows:

Hy: My = My, = oo = M,

H,: at Leasttwo mean are not equael

and that the formula of the statistical model for the restricted one way analysis of variance model
is as follows:

x; = M;+ey (2)
1=1,2,3,......... a5 J=123,......... N
= M+T,
Whereas
M: is the general average which is equal to x_

Xiin,
M= ==th

()

Treatment Effect (i) T;.

D. Estimation methods

For the purpose of estimating the missing value of the restricted one way analysis of variance model
.we will use three estimation methods : the mean method , the maximum likelihood method , and
the modified maximum likelihood method .

- The mean method ( M) 24
This method is used to estimate the missing value in the data series and compensate for it with the
average value of the studied variable .

ISSN:2222-2995 Vol. 14 No. 4 262



I R H D I University of Kirkuk Journal For Administrative

Acadomis Seloniific Journals and Economic Science (2024) 14 (4): 259-267

- Maximum likelihood method (MLE)

The mathematical formula for deriving the maximum likelihood method for estimating model
parameters, assuming that the error is distributed with Long-Tail Symmetric Distribution (LTS) , is
as follows:

V)= mps (L) () —w<y<of
E(y-w)=0 , Var(y-p)=o’
q= 2p-3
t= |2 Ly —w
Ve “
Whereas
( Shape Parameter): P
( Scale Parameter) : o
( Location parameter) : u
(Beta function) : B
Degrees of freedom of the Student — ( t) distribution : v
V =2p-1
1 (y—nd®, _
fy)=as (1+22)7 @)
1
ﬂ_ =
1 1
1.."?5(51 P— E]
L =TT £()
= —J—IZI-‘._HIIS..

& 1
Suppose that the x,;is observation Ith in the kth treatment is missing, the likelihood function can
be analyzed as a product of two components The first component is the observed values (Xj; ; i

# k ;j+ [ ) and the second component is the missing value (xy;)
We take the natural logarithm of the function (likelihood)

(p—pu)®
InL=nlna —nlne —p X, in (1 + "}qqlf ) (5)
S; _ _ ZpélnL
;1:1 Sijz =0 (Ej T ge By
|:1+T:|
BlnL _ 2p oy ki 2p S
oLy H W (7)
=1 .- 12
Gy go |:1+[:5L‘J"I ) g :1+|:5L:L' )
S _ Zp &inL
S — g) = zim
|,1+[5|,:l_:z:I ®) qa bm
- q
alnL _ T Ep - is 5[] + Ep . Sl-q + Ep sl-d =0 (gj
— = — . 2 — Lj 2 kl 2
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We will use one of the numerical methods, which is Newton Raphson's method. To obtain an
estimate of the model parameters due to the difficulty of solving these equations because they are
non-linear equations.

Modified maximum likelihood method (MMLE)

We apply the modified maximum likelihood method stages by placing these formulas by naming
the order of the variables in ascending order, since the sums are fixed in the sense, Si = X 5 (i)

And as it comes.

Sy =5 }{Sajisln} (10)
Binl _ 2p v

bey 2o 1g[5k])+ g(Sia) =0 (11)
_;|--

B _ 2pdinl

g(‘skl] =0 [12) T goEm

From formula (11) and (12) we get
olnl  2p -

=22 g(si) =0 (13)
Oy qa}.zl
FE
Whereas
. _ S (e =)
y (5 l-!'.' J:') Sklj‘l Sl{' J:'_ J—
(1+ 3

Using the first two terms of the Taylor series to find estimates of both @;and Elj about the average
values of the statistical ranks, i.e E Sy = ;3

g(Skp) = & + b Sy (14)
g(Sxp) = &(te) + (Sup —to)e (to) (15)

2 1 2

[—]trjf' 1- (@t

(1+ '13') (1+ '13')
By performing some integrations, we obtain an estimate of the value of (t) .
1 w (s ) _
F(ty) = 1 1 j P ds (16)
“qg(z*P"E}'m

i ,
3 [_]: 1J21'"Jn: _]#1:]-
n

We will use the formulat=j/n to have the (MMLE)
and from an formula (13) and(14) we get

binL
b S 17
- Z[a b, 5) = (17)
-:|-|l'
Whereas j|
Ix [i]—Mm
Skp= s
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The value of @; is zero because it is not related to p, so the equation is as follows

olnL 2 Xy — m
_ _P (hj L):n (19)
ou qo L o
=1
iz
Liza by xgy
. izl
M= (20)
=1 b
izl
n
" 1
m = ; Z bj Xkl:j} (2 1)
i=1
j=l
Whereas
T

3. Results and Discussion
Real data application

An agricultural experiment dating back to the year (2017) was applied to determine the effect of
adding three types of sugars on the length of the multiplying branches (cm) of the tissue-rich apple
rootstock (MM106), at the University of Baghdad / College of Agriculture / Department of
Horticulture and Landscape Engineering / Plant Tissue Culture .Type of sugars are a factor and
each type of sugar is a treatment It will be treatments ( without addition , sucrose, sorbitol ,
glucose) and has been repeated eight times, and for the statistical model for the restricted one-way
analysis of variance according to the formula (2) mentioned in the side Theoretical .

i=1234; j=123456,78

Table (1): Akayki Information criterion for Long Symmetric Distribution (LTS) and Normal Distribution (N) .

t p AIC (LTS) AIC (N)

4 3 434.1 561.1

Where AIC=-2Log(L)+2®

L : The value of the maximum likelihood function of the distribution

® : Number of distribution parameters

After using the Akaike information criterion, it was found that the distribution of the data is long
tail symmetric (LTS) compared to the normal distribution, through The value calculated for the
Akaike information criterion for the (LTS) distribution was less than the value calculated for the
Akaike information criterion for the normal distribution.

Table (2): Missing value estimation for all estimation methods

ber el Estimation methods
value
m M MLE_N MMLE
4.21 4.4843 4.5465 4.1592
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Assuming that the value of the second observation of sucrose was missing, the best way to estimate
the missing value for this experiment was the modified maximum likelihood method (MMLE), then
comes the mean method (M), followed by the maximum likelihood method by Newton-Raphson
(MLE_N).

4. Conclusions

A. The modified maximum likelihood method (MMLE) was found to be more efficient to estimate
the missing value of the restricted one-way analysis of variance model compared to the rest of the
estimation methods used based on the statistical criterion Mean Squares of Error (MSE).

B. The estimators of the maximum likelihood method (MLE_N) are less efficient in estimating the
missing value of the restricted one-way analysis of variance model.

C. The data follow the long-tail symmetric distribution (LTS) because the calculated value of (AIC)
for (LTS) distribution is lower compared to (AIC) for normal distribution.

D. The value of the second observation of Sucrose is (4.21), which is close to the assumed lost
value.
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