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ABSTRUCT

In this paper, we attempt to diagnosis of some of exponential distributions, represent by
the normal distribution as a criteria with two others distributions (Gamma & Exponential)
distributions we attempt to analyze the effect of the number of parameter(s) two or one
parameter(s) in the distribution on the maximize likelihood estimation for the three
distributions. That proved the maximum likelihood estimates (MLE’s) of the parameters;
it's obtained by using some packages (e.g. fitdistrplus) insides some algorithms in (R) that
based on behavior of the simulated data like parameter and sample size. A comparison is
carried out between the mentioned distributions based on the classical kolmogrov-smirnov
distance to minimize distance estimation test statistic and Grammer von misses distance, to
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emphasize that which distribution fitted to the data better than the other models. After
completing this, A good preface to some distributions is to summarize the relationships
between observations. How to calculate and Plot Probability and Density Functions the
normal distribution.

Keywords: Maximization of likelihood estimations (MLE), exponential family, density
functions, fitdistrplus package, Grammer von misses distance.

Aim of research

1) Diagnosis of some of exponential distributions, represent by the normal (Gaussian)
distribution as a criteria with two others distributions (Gamma & Exponential)
distributions.

2) Attempt to analyze the effect of a high or low number of the parameters in the
distribution on the maximum likelihood estimation of the distribution for the three
distributions.

Literature Review

In 2006 (Rameshwar D. Gupta and Debasis Kundu) worked on a distribution named as
(generalized function distribution) or exponential distribution. It is notice in many cases,
the generalized exponential distribution can be substituted for the gamma distribution. It is
detect that for a precondition gamma distribution there exists a general function
distribution so that the two distribution functions are almost identical, we observed for
practical purposes, approximate gamma random samples can be generated using the
generalized exponential distribution, and statistical tests cannot be used to distinguish
random samples obtained in this way. Moreover, if skewed data set found where gamma
distribution fits very well, the generalized exponential distribution also used.

In 2013 researcher's (Gauss M. Cordeiroa, Edwin M.M. Ortegab and Artur J. Lemontea )
used moment method and mle with exponential-Weibull distribution derive obvious
expressions for the generalized ordinary moments and a general formula for the incomplete
moment based on infinite sums of Meijer's G functions.at the end concluded that the
resilience of the new distribution it is clarifying by mean of the an application to real data .
Also in 2014 two researchers (Eugene F. Fama and Hichard) takes several steps to alleviate
data analysis problems caused by the fact that the underlying expressions for density and
cumulative displacement functions (c.d.f.) apply to the most stable distributions. Develop
numerical approximations of c.d.f. and inverse functions of c.d.f. of symmetric stable
distributions.

Also (jimmy Reyes, Emilio Gomez-Déniz, Héctor W. GOmez and Enrique Calderin-
Ojeda), in 2021 used multi Classical exponential distribution function generalizations in
the statistical literature have proven useful in many situations, and in this work an attempt
was made to fill in the gaps in the literature by presenting a series of distributions that
could be unimodal or bimodal, and overlapping null exponential distributions.

In 2021 (Mathias Niepert,Pasquale Minervini and Luca Franceschi) published the paper
and demonstrate that Implicit Maximum Likelihood Estimation (I-MLE) is a
comprehensive learning framework for models that combine discrete family distributions
with differentiable neural components, using experiments on multiple datasets, and
demonstrate that I-MLE is competitive Powerful and generally better than current methods
relying on problem-specific relaxations, we show that I-MLE minimizes likelihood
estimates when used in some learning contexts related to recently studied synthetic
solutions.
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1-Introduction

There are most powerful distributions in statistical literature available to use for
analyzing of data in various scientific fields that require an appropriate model.
The data modeling are very important, in which the quality of the outputs of statistical
analysis depends heavily on the assumed model. Therefore, it is necessary to find more
nearer distributions to get accurate result for this. Multi studies have been made to define
new categories of univariate continuous distributions by adding some parameters to the
base model that extend known distributions thereby providing more flexibility in the model
data. A statistical distribution is a mathematical increasing function has parameter(s) that
gives the probability outcomes for a random variable. There are two types of it (discrete
and continuous distributions) based on the random values it represents. This work will
introduce the three important statistical distributions, show there, and discuss the
relationships among different distributions and their applications [4,9] .

2- Density Functions and probability distributions 4]

The distribution provides a statistical distribution function that can be used to calculate the
probability of any single observation in the sample space. This distribution describes the
aggregation or density of observations and is called a probability density function. A
summary of these relationships between observations is called a cumulative density
function (C.D.F).A distribution is simply a collection of data, or scores, on a variable.
Usually, these data are order from smallest to largest and then they can be presented
graphically. The probability distribution is also a basic concept in statistics. They are used
on both a theory and practical fields. Some practical uses of probability distributions are
calculating critical regions for hypothesis testing it is often useful to model a reasonable
distribution of data and calculate, confidence bounds of parameters.

3- Estimation and estimate (%61

Any statistic T(X) that used to estimate some function of unknown (‘9 ), say t(e )is
called an estimator and the value of that statistic is called an estimate. An estimator is
always a statistic which is both random variable and function thus the word of estimator.

Stand with the function for example (X ) is an estimator of , also (S) s an estimator

of (G%).
3-1- Methods of estimation 1051
Let X1 ,.... Xn be a random sample from a Distribution with probability density function p.d.f

of [f (x: 0 )] suppose it is required to estimate the parameter (9 ) a several methods are
variable for estimating the parameters same of them are:
1. Method of moments
2. Maximum likelihood method
3. Bayesian method
4. Ordinary least square method
In this paper the second method used:
3-1-1- Maximum likelihood estimation method [10:15:16]
This method is used to estimating the parameter (‘9 ), the concept of this method depend
on likelihood function which can be defined as follow:
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Let X1,X2,X3.... Xn  be a random sample from Distribution That has p.d.f [f(x, 0 )] ,the

likelihood function  L( 9,x1 ,--.. Xn ) is a joint probability density of the r.s (x1,.... xn ).
L(O,X,...X,) = F(X...X,;0)
=f(x,,0).f(x,,0).f(x,,0)...f(x_,0)  ..(1)

n
=T f(x0)
i=1
In this method we choose as estimate (value of the parametere) that maximize L(H ).

L(é,Xl...Xn) =max[L (B;X,..X )] Then 0 is called a MLE for ( ).

To finding out MLE to the unknown parameter ( (9), it will be the solution of the
following equation.

2
M:O and LLZ(H)<O (2)
oo oo

It was noticed that the logarithm easier to use for function of the likelihood, there more In(

‘9) or L(‘9) have their maximum at the same value of (9.and for the case of more than
one parameter (two parameter) or multiple parameters ,we find the MLE for the parameters

(6’1, @2) by differentiate the likelihood function with respect to 91 and (92 put in equal

to zero.

o L(O,x) -0 o L(O8,x) -0

.(3
00, 00, (3)

The solution of these equation at one the MLE for 91 and 92

These solutions will be maximized if

o°L(@; x) <0 o°L(G; x) <0
o0, o0,
and
o°L(@; x).,0°L(6;X) o°L(O; X) >
( 20, )( 20, )>( 50,00, ) (4

4- The exponential family or exponential class of distribution [810-14]

In statistic most important family of distribution called the exponential family (class). This
class possesses complete and sufficient statistics which are readily determined from the
distribution. Consider a family {f(x; 8) : 8 € Q} of probability density or mass functions,
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where Q is the interval set Q= {,u Ty =< u=< 5} ,where ( yand &) are known constants

between ( +o0 )

0 otherwise

f(x;ﬂ):{exp[p(u)K(xHH(x)+q(u)] xeS} 5

Where (S) is the support of X. A pdf of the equation (5) is said to be a member of the
regular exponential class of probability density or mass functions if:

1. S, the support of X, does not depend upon 6.
2. p(0) is a nontrivial continuous function of 6 € Q

3. Finally, (a) if X is a continuous random variable, then each of K (x) = 0 and H(x) is a
continuous function of x € S.

(b) if X is a discrete random variable, then K(x) is a nontrivial function of x € S.

In this work we concerned with same distribution which is a member of these class such as
(normal distribution (Gaussian, exponential, and gamma distribution):

4-1- Gaussian (normal) distribution [

The normal distribution, named for Carl Friedrich Gauss, is the focus of much of the field
of statistics. Surprisingly, data from many fields of study can be described using a
Gaussian distribution, so much so that this distribution is often called the (normal)
distribution because it is so common. The Gaussian distribution can be described by two
parameters: mean: represented by the lowercase Greek letter mu, which is the expected
value of the distribution.

The Variance of the data: It is denoted by the lowercase Greek letter sigma, raised to the
power of the second (because the unit of the variable is squared), describing the
distribution of observations from the mean. A common practice is to use a standard
deviation calculation called the standard deviation: denoted by the Greek letter lowercase
sigma, which describes the normal distribution of observations from the mean. The regular
probability density function(pdf) can be used to create a Gaussian probability density
function with a given space of the sample, the mean, and the variance.
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Fig. (1) Gaussian probability density function
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The probability density function of this distribution writes as follow:

1 (X—10)

f(X,ﬂ,O'):ﬁ )

e c where —co < x <
—oo< uyu<oo and o>=0 ...(6)

4-2- Gamma Distribution [&11:15]

In fact, the gamma distribution is derived from the gamma function, or what is
occasionally named gamma integral, which is mentioned in many advanced mathematics
books. This function of distribution can be considered as one of the major distributions
employed to studying problems in which time is one of its factors, such as those
specialized studies on the length of the operating time of equipment the particular factory.
it is also considered one of the most important distributions that enter the subject of
reliability and it is known as a mathematical quantization in the following form:

Fa= _[ y“leMdx  for a,A>0 A7)
0

And we can show the gamma function in this figure below:

Fig. (2) shows the Gamma function for positive real values
Since (I'(a)) represents the value of the gamma integral at a certain value of () and this
integral is convergent for all the value of (& = O) and divergent for the values of alpha, for

example when (2 =1), so

r=[e"dx=1 ..(8)

0
Note here that the integral is convergent and if ( « =0) then
ro=[y'edx ..(9)

0

And by using integration part, we notice that '0 = lime™ Lnx —lime ™ Lnx

X—>a X—>a
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And this means that the form is indefinite, that is, the divergent integration. Also,
Ia,a =0 isa positive number ,And by dividing both sides of the gamma function by

TF'a we get: 1=i I y*“ e Mdx  ...(10)
Ias

This means ( x ) that a random variable has a probability density function :

1 I y“ e dx ;x>0
f(xa)=<Tay” L 1y

0 otherwise

This is called the first form of the gamma distribution function with the parameter (¢« =0
).And with symbols xJ G(«) .

It is clear from this that the exponential distribution with the parameter (€ =1) is a special
case of the gamma distribution when (& =1) . There is another form of the gamma
distribution function that is derived from the first form, which is the following:

Fa:]g(ij 7 eéldx
o\ B p

X

_ % Ix‘“efﬁ dx .(12) Divide two sides by ( T ) we get :
0

X

1= 1 x*e £ dx :x>0

Cap” This means that (x) a random variable has a probability
f(xa, p)= L X“’le% dx ;x>0 13)
density function e Tap” ;

And this is the second form of the gamma function with two parameters («,>0)

denoted by x[ G(e,8) , It is clear that the exponential distribution is a special case of

the gamma distribution when « =1,0 :% , It can be shown that the value of the gamma

integral is Ta=(n-1) ! and as follows :

Ta= I y“ e *dx ,by using integration part and assuming u=y*“* ,
0

dv=edx then du=(a-Dx*? dx ,v=—e"

Consequently
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=[xt |” +(x —1)I x“"2e™ dx

— (a —1)... X* 2™ dx
o]

= (o —DI'(ex —1)

By same way can be observed I'(a—1)=(a-2)[(a-2)
lethat T'(a) =(a—1)(ax—2)['(e¢—2) And if the case continues with retail integration by

part, then (@) =(@-Da-2)(a-3)...3210 =(a-1)
4-3- Exponential Distribution 2]

The exponential distribution is one of the widely used as continuous distributions. Often
used to model the elapsed time between events we will attempt to define the exponential
distribution mathematically and derive its expected value. we will then develop a
distributional intuition and discuss its many interesting properties .A continuous random
variable X is said to have an exponentially distribution with parameter A > 0, shown as X ~
Exponential (A), if its PDF is given by :

f(x):{le‘“ x>0 } .(15)

0 otherwise

The PDF of the exponential distribution over multiple values A.

Fig. (3) Probability density function of exponential random variable

The exponential distribution has an important property is that it can be considered as a

continuous dual of the distribution of geometric.
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5- Convergence property of the normal distribution 6%

Assume that X 1] G(«) and that Z :X_Ta so Z[1N(0,1) where ¢ >0
o
To approve that whereas X [ G(«) and that Z = X_Ta standard normal in this
a
distribution were 1, =0 & o?, =1.
Let it be
1
M,(x)=E(e?)=e " M (—
(x)=E(e") ( \/;)
1
—e e (=)@ ..(16
( JE) (16)
And that K_(t)=InM (t) =—tJ/a -« |n(1—i)
Ja

2 3
But according to Tyler's series then:  In(1+ K) =K —K7+K?—...,|K| <1

And if we assume that when (K = —i) and |K|<1 close to infinity then:
(24

Ja

K, (t) :—t\/g+a(%+2t—a+3at—\/;+...)
t? 1
_E+3\/E+O(Z) ..(17)

Where (0(1) ) represents last terms that include (« ) in their denominators. So that
(04

2
lim K, (t) =% that is meaning lim M, (t) = %tz, last equation represent the moment

generating function of standard normal distribution .so conclude that : Z [1 N(0,1) Where
limG(a) > N(a,a) SO limG(a, B) = N(aB,af?)

6 — Methods of Comparisons

A comparison is carried out between the mentioned distributions based on the classical
kolmogrov-smirnov distance to minimize distance estimation test statistic and Grammer
von misses distance, to emphasize that which distribution fitted to the data better than the

other models.
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6-1- Kolmogorov-Smirnov Test [2]

This test is used to decide if a sample comes from a hypothesized continuous
distribution. It is based on the empirical cumulative distribution function (ECDF). Assume
that we have a random sample x, ..., X» from some distribution with CDF F(x). The
empirical CDF is denoted by:

Fn(x) =% [number of observations<x] ....(18)

The Kolmogorov-Smirnov statistic (D) is based on the largest vertical difference
between the theoretical and the empirical cumulative distribution function:

D =max(F(x)-5,f-F(x)) ...(19)

1<i<n
6-2- Gramer-mises criterion [14]

Is a criterion used for the goodness of fit of a (c.d.f) cumulative distribution function( F*

) compared to a given( Fn) empirical distribution function, or for comparing two empirical
distributions. It is also used as a part of other algorithms, such as minimum distance, Itis
defined as:

@ = T [Fn(x)—F*(X)]" .dF"(X) ...(20)

In one-sample applications F is the theoretical distribution and F* is the empirical
distribution function. Alternatively the two distributions can both be empirically
estimated ones; this is called the two-sample case. For one sample the formula is
defined as:

Tono’ =g+ Y[E-FO)] (2D

A modified version of the Gramer—von Mises test is the Watson test which uses the
statistic U2, where

U?=T-(F-1%)

where F =1 F(x)
i=1

And for two sample

T — _NM COZ — U 4MN-1 (22)

~ N+M T NM(N+M) ~ 6(M+N)

N M
where:U =N (1 =i)*+M > (Sj- j)’
i=1

j=1

N and M are sample size, with combine (S) sample

7- Simulation and data analysis:
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To study maximizing the likelihood of distribution, simulated data were generated that
follow three probability distributions: the Normal distribution, Exponential distribution , in
addition to Gamma distribution with different sample sizes (25, 75 and 125 ) and different
parameter sizes (three sizes for each distribution parameter(s) ), The parameters of these
distributions were estimated on real data.

The R programming language used and a set of packages (fitdistrplus) and functions
(rnorm, rgamma, rexp, "mle" , fitdist, "mge"” , gof="KS", gof="CvM" insides plot) that
helped us get these results.

A comparison was made between the appropriateness of the distributions for the data
generated by relying on two statistical tests (Grammer von mises distance, classical
kolmogrov smirnov distance) and the results were as follows.

(] — ()
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Fig.(4) Shows the Empirical and theoretical density from generating data distributed Normal distribution

Parameter(s) Rank N=25 K.S. N=75 K.S. N=125 K.S.
value
1 Normal 0.15098 | Normal 0.04914 | Gamma 0.06438
M=90 & SD=12 | 2 Gamma 0.16494 | Gamma 0.06699 Normal 0.08055
3 Exponential 0.52547 | Exponential 0.51266 | Exponential 0.52627
1 Normal 0.08648 | Normal 0.08088 | Normal 0.05435
M=45 & SD=6 | 2 Gamma 0.09737 | Gamma 0.09749 | Gamma 0.0706
3 Exponential 0.51127 | Exponential 0.51113 | Exponential 0.50155
1 Normal 0.10052 | Normal 0.04626 | Normal 0.05889
M=5 & SD=2 2 NFIT NA Gamma 0.0781 NA NA
3 NFIT NA Exponential 0.2852 NA NA

Table (1): Shows the rank of distributions fitting when the generating data follows Normal Dist by
Kolmogorov Smirnov test.

Parameter(s) Rank N=25 Chi N=75 Chi N=125 Chi
value
1 Gamma 0.0717 Normal 0.72547 Gamma 7.7928
M=90 & SD=12 | 2 Normal 0.0758 Gamma 1.3736 Normal 8.3469
3 Exponential 106.48 Exponential | 294.37 Exponential 570.68
1 Normal 0.33531 Normal 2.4571 Normal 2.4006
M=45 & SD=6
2 Gamma 0.34983 Gamma 4.89 Gamma 5.9406
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3 Exponential 40.117 Exponential | 334.52 Exponential 530.9
1 Normal 1.1865 Normal 1.4353 Normal 4.9187
M=5& SD=2 |2 NFIT NA Gamma 3.1778 NA NA
3 NFIT NA Exponential | 57.472 NA NA

Table(2): Shows the rank of distributions fitting when the generating data follows Normal Dist by Grammer

von test.

For the above two tables, which represent the fit of the data generated according to the
normal distribution, it is not necessary that the normal distribution always be the best fit
distribution, as sometimes the gamma distribution is the best and it has not been shown that
the exponential distribution is the best for representing the data while both distributions
(Gamma & Exponential) fail to fitting the data when the parameters size is small and for
both tests (Kolmogorov Smirnov and Grammer von tests).
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Fig.(5) Shows the Empirical and theoretical density from generating data distributed Exponential distribution

Parameter(s) Rank N=25 K.S. N=75 K.S. N=125 K.S.
value
1 Gamma 0.12166 Gamma 0.0696 Exponential 0.07382
Lambda=0.310 | 2 Exponential 0.16941 Exponential 0.12425 Gamma 0.09213
3 Normal 0.2197 Normal 0.19733 Normal 0.13394
1 Gamma 0.07532 Gamma 0.06926 Gamma 0.07787
Lambda=0.213 | 2 Normal 0.1484 Exponential 0.09197 Exponential 0.09092
3 Exponential 0.18559 Normal 0.13702 Normal 0.1710
1 Gamma 0.1503 Gamma 0.07361 Gamma 0.06376
Lambda=0.11 | 2 Exponential 0.21628 Exponential 0.11403 Exponential 0.0862
3 Normal 0.24866 Normal 0.21423 Normal 0.21716

Table (3): Shows the rank of distributions fitting when the generating data follows Exponential Dist by
Kolmogorov Smirnov test.

Parameter(s) Rank N=25 Chi N=75 Chi N=125 Chi
value
1 Exponential 1.6048 Gamma 2.1893 Exponential | 4.4631
Lambda=0.310 | 2 Gamma 2.814 Exponential 3.0281 Gamma 12.197
3 Normal 3.8467 Normal 14.483 Normal 15.51
1 Gamma 0.37344 | Gamma 2.5623 Gamma 8.9714
Lambda=0.213 | 2 Normal 0.7918 Exponential 4.266 Exponential | 9.0204
3 Exponential 0.88825 | Normal 4.1684 Normal 10.399
1 Gamma 3.0814 Normal 6.7321 Gamma 1.724
Lambda=0.11 | 2 Exponential 3.8795 Gamma 12.643 Exponential | 2.4609
3 Normal 4.2729 Exponential 16.808 Normal 22.8

Table (4): Shows the rank of distributions fitting when the generating data follows Exponential Dist by
Grammer von test.

For the above two tables, which represent the fit of the data generated according to the
exponential distribution, the exponential distribution does not have to be the best-fit
distribution, as often the gamma distribution is best and for both tests (Kolmogorov
Smirnov and Grammer von tests) and in rare cases a normal distribution when the
parameter size is small.
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Fig.(6) Shows the Empirical and theoretical density from generating data distributed Gamma distribution

Par\f;rj;ers Rank N=25 K.S. N=75 K.S. N=125 K.S.
Shane=50 & 1 Gamma 0.1185 Gamma 0.05755 Gamma 0.05485
Ra"sez_o 54 2 Normal 0.12814 Normal 0.073 Normal 0.06744
' 3 Exponential 0.566 Exponential 0.49865 Exponential 0.50477
Shape=10.15 1 Gamma 0.10124 Gamma 0.07999 Gamma 0.05832
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& Rate=0.22 2 Normal 0.14067 Normal 0.09215 Normal 0.09548
3 Exponential 0.45288 Exponential 0.4009 Exponential 0.357
Shape=52 & 1 Gamma 0.07723 Normal 0.05826 Gamma 0.06355
Rate=0.12 2 Normal_ 0.13305 Gamma. 0.08744 Normal. 0.12346
3 Exponential 0.34868 Exponential 0.30073 Exponential 0.29649

Table (5): Shows the rank of distributions fitting when the generating data follows Gamma Dist by
Kolmogorov Smirnov test.

Parameters Rank N=25 Chi N=75 Chi N=125 Chi
value

Shape=50 & 1 Normal 0.93601 Normal 4.326 Gamma 6.6939
Rate=0 54 2 Gamma _ 0.93827 Gamma _ 6.5927 | Normal . 8.4665

3 Exponential 98.43 Exponential 274.01 | Exponential 596.44
Shape=10.15 1 Gamma 0.36269 Gamma 2.0272 | Gamma 7.2576
& Rate=022 2 Normal _ 1.1542 Normal _ 4.1371 | Normal _ 9.4773

3 Exponential 21.996 Exponential 94.858 | Exponential 134.15
Shape=5.2 & 1 Gamma 0.01487 Normal 5.334 Gamma 7.1979
Rate=0.12 2 Normal _ 3.5316 Gamma _ 6.1305 | Normal _ 14.976

3 Exponential 11.078 Exponential 73.569 | Exponential 91.705

Table (6): Shows the rank of distributions fitting when the generating data follows Gamma Dist by Chi-
square test.

For the above two tables, which represent the fit of the data generated according to the
gamma distribution, it is not necessary for the gamma distribution to be the best fit
distribution, sometimes the normal distribution is the best and no case appears that the
exponential distribution is the best among the three distributions and for both tests
(Kolmogorov Smirnov and Grammer von).

8- Conclusions

Through the analysis of the generated data, we noticed that there is a relative
relationship between the three distributions (normal, gamma and exponential) and
according to the different sample sizes (25, 75 and 125) and the values of the three
different values of parameters for each distribution, maximizing the probability values of
the distribution depends on three factors the behavior of the data, the size of the sample
and the number of parameters in the specified distribution, we have concluded that it is not
necessary that the data generated for a particular distribution gets the best fitting of the data
when comparing it with other distributions, e.g. when generating data that follows the
exponential distribution with a sample size (25,125) and for the three different parameter
sizes, the best distribution for fitting the data is the gamma distribution not exponential
distribution, while the exponential distribution is the best among the three distributions
when the sample size is (125) and the value of parameter is (0.036) and the two statistical
test (Grammer von mises distance, classical kolmogrov smirnov distance) not same always
for distribution fitting.

In the case of generating data follow the normal distribution, and in the two cases of
sample size (25, 75) and with three different sizes of parameters that were chosen, the best
distribution suitable for the generating data is the normal distribution itself, while in the
case of large sample size (125) and the values of the parameters are (mean=90, SD= 12)
the best distribution fitting the data Is gamma distribution not normal.
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When generating data that follows a gamma distribution, the most appropriate
distribution of data with sample sizes (25,125) and with different parameter values is the
gamma distribution, while in the case of a medium sample size (75) and small parameter
size (shape=5.2, rate=0.12) the normal distribution is best for fitting the data.

It is not necessary for the data to be generated following a specific distribution (e.g.
Normal dist.), it can follow the others (gamma or an exponential) with a lesser probability
and fail to be gamma or exponential.

9- Recommendations

We recommend studying the similarities and differences between other distributions
(bounded, unbounded, non negative), e.g. (Pert, Gumbel, levy ) respectively in terms of
their degree of agreement with the data.

We recommend to use other tests as a criteria for comparison among distributions
to minimize the distance and which one better than others like (Akaki Information
Criteria or Anderson Darling) tests.

We recommend using a single distribution with multiple parameters, for example, a
gamma distribution with two, three, four parameters...etc. And studying the degree of
complexity of the distribution and its impact on maximizing the likelihood of the
distribution.
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