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ABSTRACT 

 Although not trivial progress has been made in image recognition but it is 

considered is one of the most critical field of machine learning because of some 

limitations of what kind of algorithms or methods used for processing. In this 

work, a powerful algorithm is proposed for image classification. Many robust and 

efficient models are proposed to increase classification performance and diminish 

drawbacks inherited from other models. This paper proposes a technique for 

recognizing Indian numbers using Neural Networks (NN). The main objective for 

our study was to recognize Indian numbers which have been used in wide 

applications such as recognizing numbers in car plates or checks in banks. 

      Our models are test and evaluated using not easy and challenging datasets 

which we created according for some procedures explained in next our sections. 

Datasets used in this evaluation consists of Indian digit numbers which consist of 

around 30 thousand samples. In addition to using advanced technique and 

challenging dataset, a contemporary and efficient methods widely and formerly 

used are incorporated in our work to expand model efficiency.  To the best of our 

knowledge, comparing with prior work, our models outperform all other former 
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models although all the proposed models are evaluated using challenging dataset 

created and pre-processed for the first time in this work. 

Keywords Digital recognition, neural network, and classification. 

I. INTRODUCTION 

      Digit recognition play an essential role in wide real world applications. 

However, there are still many obstacles diminishing applications performance 

faced researches. There is huge effort has been depicted for manipulating image 

recognition. Handwriting recognition includes both digit and letters recognition. In 

recent years, the handwriting recognition has been become of the subjects are very 

important and are used in many scientific research concerned distinguishing 

numbers by hand to easy access to many applications in several areas such as 

applications used in the electronic archiving and banks. Numerous approaches 

have been proposed for character recognition and considerable success has been 

reported [1]. Numeral recognition refers to the process of translating images of 

handwritten, typewritten, or printed digits into a format understood by the user for 

the purpose of editing, indexing, searching and reduction in storage size [2]. 

Number recognition can be online or offline. In online number recognition, data 

are captured during the writing process with the help of special pen and an 

electronic interface. Offline documents are scanned images of prewritten text, 

generally on sheet or paper [3].  

      In this paper, we work with offline numerals. In this paper, Back propagation 

neural network is used for recognition Indian numbers ( 0 1 2 3 4 5 6 7 8 9  ). We 

used a dataset consisting of 30000 samples collected from middle and high school 

students. Datasets divided into two parts training and testing. Training part has 

25000 images and the others are used for testing. 

II. STEPS OF IMAGE CLASSIFICATION 
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      Image recognition plays an essential role in machine learning because of its 

wide applications in variety of real world scopes. Researchers have depicted 

several techniques to accomplish these tasks. The methods presented in this scope 

are very wide and complicated. However, Neural Network (NN) is considered is 

one an efficient method used widely in machine learning applications for many 

reasons such as easy to implement and robustness. Nevertheless, it has some 

limitations that can influence model efficiency such as computation time and 

inability to handle challenging datasets because of overfitting. In this work, a 

neural network was used to train and test hand-written numbers. Using NN for 

image classification contains many steps as shown in fig. 1 and it can be explained 

below: 

 

 

Fig. 1. Steps of Image Classification 

1- Preprocessing: - it is the first phase of image recognition and it considered a 

primary step of image classification or recognition and it is normally known as 

crucial phase of recognition system [4]. In this phase, the images are re-sized to 
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be 28 * 28 because our models are designed to receive a fixed image size of 

28x28 pixels.  Then all images are converted to grayscale instead of color 

images.  

It is worth mentioning that there are several methods have been using for 

preprocessing giving not trivial results. One of these methods use different 

strategies of preprocessing result in different results. Thus, one of the well-used 

methods is what is demonstrated in [5]. 

2- Feature Extraction: - The second essential phase of the classification is feature 

extraction. Wide methods have been used for this purpose for instance HoG is 

used for wide and for different applications as demonstrated in [6] Also, it is 

used in several other applications as obtained in [7]. However, using HoG 

suffering limitations as showed in [7]. SIFT is also anther method widely used 

in various application as demonstrated in [8]. SIFT is considered one of the 

most widely used methods because of its simplicity and its robustness.  

All above mentioned methods are considered handcrafted methods and they 

have less accuracy and comparing with other methods that not require feature 

extraction manually such as neural network. Thus, NN is used in this work to 

extract features. 

3- Classification: - The final step of image classification is to find highest 

probability of final output layer of NN to determine the right handwritten 

numbers. The most traditional classifier used in neural network is using soft-

max classifier [9] [10] Used in this work. 

 

III. PROPOSED MODEL ARCHITECTURE 

       Artificial Neural Network (ANN) is information processing models which are 

inspired by the biological nervous systems, such as human brain. It is composed of 

several number of highly interconnected processing elements called neurons 

working in coordination to solve specific problems [11]. In our experiments, we 
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use different architectures of neural network trained using back propagation 

algorithm. One of the best designed architecture is the one consisting of 4 layers as 

depicted fig. 2(one input layer, two hidden layers and one output layer (soft-max 

layer)). The input layer consists of 784 nodes fed by input patterns from the 

training and testing dataset. The next two hidden layers consist of 700 and 100 

respectively. Finally, the output layer has 10-output and each output represent one 

of the ten digits. Every node of hidden and output layers is connected and fed by 

all nodes of the former layers. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Proposed Model Architecture 

IV. Dataset 

      In this study, a challenging dataset is collected from different resources of 

various levels of schools. Specifically, samples are collected from Elementary, 

middle, and high school students. Since all the collected samples are gathered from 

different resources and manipulated manually, they have not equal sizes. Thus, the 

patterns are pre-processed by resizing to have same size because they will be fed to 
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same NN models. Also, the patterns are cropped from the center and whitening is 

added as well. Furthermore, samples are converted to be gray-scale image of size 

(28×28) pixels. Fig. 3 shows some sample images. As the common rule, a random 

25000 samples of the input dataset were used for training and the remaining 5000 

samples were used for validation of the overall accuracy of the system.  

 
 

Fig. 3 Sample handwriting digits from dataset. 

V. Results 

      To evaluate our proposed models, a challenging dataset is used for evaluation 

as demonstrated previously. A powerful hand Arabic digit is collected and 

designed in this work to be our targeted task. To best our knowledge, the dataset 

used in this work is biggest dataset comparing with prior works. All former works 

used small dataset having very few patterns as explored in [12]. Hence, our results 

are not compared to previous works because it is first time used in this work with 

NN. However, it was used with Convolutional Neural Network (CNN) as 

demonstrated in [13]. The accuracy gotten in this work is 0.90. in addition to 

accuracy obtained in this work, simple applications using MATLAB is designed to 

show the results as shown in figures below. It is obvious that our model achieves 

good results even with challenging samples as shown in figures below.  
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Fig 4.a Samples Image Classification 

      However, it is still that there are some errors occurring during classification 

because of limitations inherited by NN as shown in fig. 4.b. 
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Fig 4.b Samples Image Classification (errors) 

      To show miss-classification rate, fig.5 hows the results of error and miss-

classification rate where x-axis represent number of epochs and y-axis represent 

error and miss-classification for training and validation.  It is noticeable that there 

is smooth difference between training and validation which refers to there is small 

overfitting.  

 

Fig. 5. error and miss-classification  

VI. Conclusion  

      In this paper, we used the Neural Network (NN) for Indian handwritten 

recognition. We proposed and demonstrated a new training model of NN. 

      



 

 

241 
 
 

Originally various models were designed and implemented. However, we chose 

the one that gives best results. In this work, different parameters are explored and 

investigated to obtain best results comparing with prior works. Furthermore, our 

models are tested and evaluated using not trivial datasets consisting of 30 thousand 

samples. All samples of dataset are collected from different levels of study schools. 

Thus, our NN architecture achieves superior results. 
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